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Foreword 
 
Computational modeling of materials behavior by multiscale materials modeling (MMM) 
approaches is becoming a reliable tool to underpin scientific investigations and to complement 
traditional theoretical and experimental approaches of component assessment. At transitional 
(microstructural) scales continuum approaches begin to break down and atomistic methods 
reach inherent limitations in time and length scale. Transitional theoretical frameworks and 
modeling techniques are developed to bridge the gap between the different length scales. 
 
Industrial success in high technology fields relies on the possibility to specifically engineer 
materials and products with improved performance. The success factor is the ability to make 
these material related developments timely at relatively low-costs. This demands not only the 
rapid development of new or improved processing techniques but also better understanding and 
control of material chemistry, processing, structure, performance, durability, and their 
relationships. This scenario usually involves multiple length and time scales and multiple 
processing and performance stages, which are usually only accessible via multi-scale / multi-
stage modeling or simulation. 
 
In high-payoff, high-risk technologies such as the design of large structures in the aerospace and 
nuclear industries, the effects of aging and environment on failure mechanisms cannot be left to 
conservative approaches. Increasing efforts are now focused on advancing MMM approaches to 
develop new material systems components and devices. Appropriate validation experiments are 
crucial to verify that the models predict the correct behavior at each length scale. Thus, one of 
the advantages of these MMM approaches is that, at each scale, physically meaningful 
parameters are predicted and used in models for subsequent scales, avoiding the use of 
empiricism and fitting parameters. 
 
Recent interest in nanotechnology is challenging the scientific community to design nanometer 
to micrometer size devices for applications in new generations of computers, electronics, 
photonics or drug delivery systems. These new application areas of multiscale materials 
modeling require novel and sophisticated science-based approaches for design and performance 
evaluation. Theory and modeling are playing an increasing role to reduce development costs and 
manufacturing times. With the sustained progress in computational power and MMM 
methodologies, new materials and new functionalities are increasingly more likely discovered by 
MMM approaches than by traditional trial and error approach. This is part of a paradigm shift in 
modeling, away from reproducing known properties of known materials towards simulating the 
behavior of hypothetical composites as a forerunner to finding real materials with these novel 
properties. 
 
The MMM 2006 conference provides an international forum for the scientific advances of 
multiscale modeling methodologies and their applications. 
 
I would like to thank the members of the international advisory committee, the local program 
committee and particularly the organizing team, the symposium organizers and the session 
chairs and the University of Freiburg for their engagement and support. Without their hard work 
and their devotion of time and ressources, the Third International Conference Multiscale 
Materials Modeling would not have been possible.  
 
Finally, I would like to thank our conference sponsors for their financial support: The German 
Research Foundation DFG, Accelrys Inc., Plansee S.E. and the Ministry of Science, Research and 
Art, Baden-Württemberg. 
 
Peter Gumbsch 
Conference Chair 
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Effect of undersized Fe atoms on dynamic behavior of interstitial 
configuration near an edge dislocation in V using molecular dynamics 

simulation 
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ABSTRACT 
 
 

It is well-known that the dislocation bias should be responsible for the large swelling. In V-
Fe alloys, the extremely large swelling has been observed, which indicates that undersized Fe 
must play a significant role for the modification of 1-dimensional (1D) motion. In the present 
study, we performed the MD simulations with a newly constructed empirical potential based 
on the Finnis-Sinclair (FS) type embedded atom method (EAM) to investigate the effect of 
undersized Fe on the dynamic process of the 1D motion of interstitial atoms under the strain 
field of several sizes of interstitial loops and an edge dislocation. The results show that the 
undersized Fe atoms tend to form a mix-dumbbell configuration rather than the crowdion 
configuration as often observed in the case of SIAs and the occupation probabilities for the V-
Fe mixed-dumbbell below an edge dislocation core becomes larger than that of a SIA, 
suggesting that the migration to the dislocation core may become possible in V-Fe alloy.  
 
 
1. Introduction 
 

It has been recognized that various kinds of bias factors are significantly important for the 
formation of the clusters. The interaction between SIAs and edge dislocations is stronger than 
that between vacancies and edge dislocations, resulting in the unbalance between the vacancy 
flow and the interstitial flow into the sinks, and this makes the formation of each cluster 
possible. This is so-called dislocation bias which causes void swelling, dislocation loops, and 
dislocation networks.  

It has been reported that extremely large void swelling could occur in V-5Fe alloys after 
neutron irradiation [1]. This finding is anomalous in bcc metals, especially in vanadium which 
shows good resistance to swelling, and it has been suggested that this is closely related to 
undersized solute Fe atoms. To solve this problem, it is important that the detailed 
configuration of interstitial atoms near the edge dislocation should be investigated at the 
atomistic level. However, the experimental techniques are rather difficult to definitely 
measure and analyze the dynamical behavior of interstitial atoms near the edge dislocations. 
Most promising methods overcoming this difficulty are atomistic simulations using some 
types of interatomic potentials. 

Until today, one-dimensional motion of a SIA under the core of an edge dislocation has 
been simulated, and this one-dimensional motion may prevent SIAs from absorbing into 
dislocation core [2], although dislocation bias is well-known mechanism that SIAs are 
preferably absorbed into dislocation core rather than vacancies due to high mobility of SIAs. 
Moreover, the efffect of undersized Fe atoms on the static and dynamic properties of 
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interstitial configurations near an edge dislocation in V-Fe alloys has not been investigated so 
far.  

In the present study, we performed the MD simulations with a newly constructed empirical 
potential based on the Finnis-Sinclair (FS) type embedded atom method (EAM) to investigate 
the effect of undersized Fe on the dynamic process of the 1D motion of interstitial atoms 
under the strain field of several sizes of interstitial loops and an edge dislocation. 

 
 
2. Numerical Procedure 
 

The Finnis-Sinclair (FS) potential [3], which provides a similar framework to the EAM 
potential, was chosen to construct a V-Fe cross potential. The interatomic potentials for pure 
elements were taken from Han et al. [4] and Ackland et al. [5] for V and Fe, respectively. To 
construct a V-Fe cross potential, the scheme proposed by Konishi et al. [6] was adopted. 
According to this approach, the two adjustable parameters α  and β  were fit to experimental 
values for the alloy, such as the mixing enthalpy and the lattice constants. The obtained values 
of parameters α  and β  are 1.04 and 0.65, respectively.  

For the cases of SIA clusters, simulations were performed in a cubic system of size 
54000+n(a 30a0×30a0×30a0 computational cell, where the equilibrium cubic lattice parameter 
a0=3.03A) where n=19,37,61. The periodic boundary condition was applied for all cases. 
These clusters were generated by an annealing process, which involved increasing 
temperature in 1ps steps of 10K between 0 and 1000K. To obtain the zero temperature 
structure, the system was quenched to 0K. All final configurations consisted of perfect 
dislocation loops with Burgers vector b=1/2<111>. On the other hand, the initial 
configuration including the edge dislocation was determined by displacing the all atoms in 
consistent with the elastic theory. Then, the system was fully relaxed to the equilibrium 
configuration. The fixed boundary conditions were applied to <111> and <110> directions, 
while the periodic boundary condition was applied to <112> direction in order to effectively 
provide an infinite extension of the structure. 

The interstitial atom was introduced in the form of <111>-crowdion or <110>-dumbbell at 
various distances below the slip plane of SIA clusters and an edge dislocation. After complete 
relaxation of the whole lattice, the total energy of the lattice was calculated for each distance 
between a dislocation line and an interstitial atom. According to Heald [7], the effective 
interaction range L, where the interaction energy becomes equal to kT must be determined to 
estimate the bias factor.  

 
 
3. Results and discussion 

 

For the example of the behavior of the interaction between several sizes of dislocation 
loops and an interstitial atom, variation of the formation energy difference between a <111>-
crowdion and a <110>-dumbbell around a dislocation loop consisted of 19 interstitial atoms 
in V was calculated and are shown in Fig. 1(a) for a SIA and (b) for an interstitial Fe atom. 
Here, the axis of a <111>-crowdion is parallel to the Burgers vector of a dislocation loop, and 
the capture range within which the formation energy difference is larger than 0.067eV (value 
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of kT, T=500∘C) is also plotted. The <110>-dumbbell having its axis ~35∘ shifted compared 
to the <111>-crowdion was assumed to be a suddle point for an interstitial diffusion path into 
the edge of a dislocation loop. A little difference is seen between these two results, suggesting 
that whether the types of the interstitial atom is SIA or small sized Fe, the interstitial 
migration to the edge of relatively small dislocation loop may not be affected.  

On the other hand, in the case of the diffusion process in a perfect lattice, a remarkably 
high rotation frequencies can be observed and their activation energies are extremely low in 
V-Fe alloys as shown in Fig. 2, suggesting that the migration to extended region through three 
dimensional motions can take place easily in V-Fe alloys compared to those in pure V. This 
high frequency rotation can be considered that the V-Fe mixed dumbbell is the most stable 
configuration as obtained from MS calculations and the strain field around the V-Fe mixed 
dumbbell are much smaller than those of V-V dumbbell, thus the rotation can be considerably 
easier in the cases of V-Fe alloys than those of pure V. Thus, it may be considered that the 
formation energy difference for an interstitial Fe atom between a <111>-crowdion and a 
<110>-dumbbell around a dislocation loop, i.e. the capture range, becomes larger than that of 
a SIA with increasing the sizes of a dislocation loop.   

The occupation probabilities for V-V and V-Fe dumbbells below an edge dislocation core 
were analyzed and shown in Fig. 3. For the Fe interstitial, the relative probability for 
intermediate configurations between <111>-crowdion and <110>-dumbbell became 
significantly higher compared with that of V. The molecular static (MS) simulations have also 
shown that the binding energy of <110>-dumbbell is greatly higher than that of <111>-
crowdion for V-Fe configuration. It is considered that the effect of the undersized Fe is to 
strongly bind the neighboring V atom, causing easily rotation around their center of gravity. 
Thus, the effective activation energy against the potential barrier between <111>-crowdion 
and <110>-dumbbell may be reduced. This suggests that the migration to the dislocation core 
is possible, causing the large dislocation bias in V-Fe alloy.  
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(a) SIA                                                 (b) Interstitial Fe atom 

Figure 1. Calculated formation energy difference between a <111>-crowdion and a 
<110>-dumbbell for (a) SIA and (b) interstitial Fe atom near a dislocation loop consisted 
of 19 interstitial atoms in V. Capture range within which the formation energy difference 

is larger than 0.067eV (value of kT, T=500∘C) is also drown. 
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Figure 2. Rotation frequency of the interstitial atom for various concentration of Fe atoms 

in V. This result was obtained by analyzing the diffusion process in perfect lattice 
systems. 
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Figure 3. Relative probability for V-V and V-Fe dumbbells occupying different 
configurations between a <111>-crowdion and a <110>-dumbbell between 700 and 1300K at 

5 atomic distances below the slip plane of an edge dislocation in V. 
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On the correlation between microstructure and 
hardening evolution under irradiation of low Cu RPV 

steel in comparison with model alloys
Abderrahim Al Mazouzi 1, M. Jardin 1, M. Lambrecht 1, L. Malerba 1

1SCK-CEN, Reactor Materials Research Departement, LHMA/ Boeretang 200, 2400 Mol, Belgium

Fe-Cu binary alloys are often used to mimic the post-irradiation behaviour of RPV 
steels. Within the EU-Perfect project, following the REVE initiative, SCK-CEN has 
performed an irradiation campaign of model alloys of growing complexity, ran-
ging from pure Fe to a low copper RPV steel, to different doses at 300°C.  These 
alloys have been then characterized in terms of tensile properties and hardness 
and very recently they have been analysed by means of positron annihilation 
techniques. The use of two complementary measurements methods, namely 
lifetime and coincidence Doppler broadening, allowed the identification of the 
type of the defects that are considered to play a major role in the hardening of 
RPV-steels, also in terms of local chemical environment. In this presentation, we 
will be discussing the correlation between the spectra obtained by PAS tech-
niques and the hardening of 6 alloys after irradiation up to 0.2 dpa in a high 
flux reactor. It is found that only model alloys containing Ni and Mn exhibit the 
same behaviour as RPV steels, with delayed saturation of radiation-induced har-
dening, and that the explanation of this behaviour can be found in the different 
association of vacancies and vacancy clusters to solute atoms.
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Tungsten is a candidate material for a variety of applications in Magnetic and 
Inertial Fusion Energy (IFE) fusion systems.  For example, it is proposed as a di-
vertor plate material in a duplex structure attached to a copper heat sink for 
high heat flux applications in ITER.  Also, it is proposed as an armor material for 
the High Average Power Laser (HAPL) IFE dry wall chamber design because of 
its high temperature capabilities.  However, experimental data show that the 
surface of tungsten exposed to laser, ion, and X-ray irradiation undergoes subs-
tantial roughening with a variety of patterns and features.  Control of surface 
conditions is essential to the design of these systems, since it can lead to crack 
formation, adverse effects on heat absorption because of emissivity changes, 
and eventual failure.

We first review recent experimental data on the effects of laser, ion and x-ray en-
ergetic pulses on the evolution of surface morphology and roughness of single 
and polycrystalline tungsten to identify the variety of patterns and length scales 
and their dependence on the type and magnitude of irradiation pulses.  Then 
we present a model for the evolution of surface roughness as a result of the ba-
lance between destabilizing elastic strain energy caused by thermomechanical 
strains and near surface accumulation of defects on the one hand, and stabili-
zing surface and near surface atomic diffusion on the other.  Results of the mo-
del determine the conditions for surface roughness evolution and the effects of 
radiation fluence and pulse intensity on surface morphology.
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ABSTRACT 
 

Several multiscale modelling simulations steps have been used in order to understand 
the microscopical fission reactor cladding behaviour. We have focused on zirconium alloys 
claddings (Zircaloy-4 and Zr-2.5%Nb). The first step simulated has been the neutron spectra. 
Spectra for current pressure water reactors (PWR) and high burn-up advanced reactors have 
been obtained. Neutron spectra in several burnt steps have been presented. Taking these 
results as input data we have reproduced the Primary Knock-on Atom (PKA) spectra. From 
those data a systematic analysis of primary damage has been obtained using a binary 
collisions code for high energy recoils, in order to get distribution of cascades and 
subcascades for these recoil energies. With these data the evolution of the microstructure 
during irradiation under environment conditions of 600K, dose rate 10-6 dpa/s could be 
calculated.   
 
 
1. Introduction 
 

The first barrier (cladding) of the radioactive material from fission reactions in current 
light water reactor is built up of Zirconium alloys. Advanced Zr alloys are proposed to be 
used for high burnup applications as well as for cladding and reactor internal components in 
future Generation III and IV reactors. Consequently, understanding the effect of irradiation on 
the mechanical properties of these alloys is crucial for safe operation of reactors. This work 
focuses on the description of microscopic effects of irradiation using computer simulations in 
a multi-scale approach. 

Two different Zirconium alloys have been considered as cladding: Zircaloy-4 and Zr-
2.5%Nb. Typical isotopic compositions of these two alloys are presented in Tab.1 [1,2]. 
 
Table 1. Typical isotopic compositions for Zircaloy-4 and Zr-2.5%Nb. 

Weight (%) Alloy Sn Fe Cr O Cu Nb Zr 
Zircaloy-4 1.5 0.21 0.1 0.13 0 0 98.06 
Zr-2.5%Nb 0.001 0.005  0.05 0.13 0.002 2.55 97.26 

 
The first step in the study of the microscopical effects is the knowledge of the neutron 

spectra, that is, neutron flux versus energy that different zirconium alloys as cladding suffers 
under different conditions of burnup. These calculations have been made using the code 
called Monteburns. Taking these results as input data, primary knock-on atom (PKA) spectra 
have been reproduced through neutron damage code called SPECTER.   

  
2. Neutron spectra for claddings in fission reactors 
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Monteburns [3] was designed to link the Monte Carlo N-Particle Transport Code 
MCNP and the radioactive decay and burnup code ORIGEN2 into an automated tool. MCNP 
generates a statistical history for a neutron based random samples from probability 
distributions. These distributions are used in calculations to determine the type of interaction 
the particle undergoes at each moment of its life, the resulting energy of the particle if it 
scatters, if it is absorbed, the number of particles that "leak" from the system because of 
geometry constraints, and the number of neutrons produced if the neutron causes a fission or 
(n,xn) reaction. The fluxes of neutrons determined in this way can then be used to tally a wide 
variety of information (reaction rates, heating rates, doses, etc.) for the system. 

Spectra for current light water reactors (uranium enriched to 3.5%) and advanced high 
burnup light water reactor (uranium enriched to 9.75%) have been calculated; concretely a 
standard Westinghouse pressure water reactors (PWR) pin cell benchmark has been used in 
this work.    

In Fig.1 neutron spectra is shown (neutron flux by energy versus energy) for a current 
pressure water reactor and cladding was built of Zircaloy-4 and Zr-2.5%Nb. These results 
have been represented for the first burnt step and for the final burnt step corresponding to a 
burnt of 40GWD/tU. We have observed that flux is practically the same for both alloys and 
increases when the burnt increases. Neutron energies go from 10-11 MeV to 10 MeV. 

In Fig.2 neutron spectra is presented for an advanced light water reactor and a 
cladding built of Zircaloy-4 and Zr-2.5%Nb. Results have been represented for the first burnt 
step and for the final high burnt step that corresponds to 100GWD/tU. It is observed that flux 
is higher for the case of Zircaloy-4 and increases with the burnt. In comparison with Figure 1 
the spectrum is lightly lower in the case of advanced reactors than current ones. 
 

Normal burn-up cladding neutron spectrum
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Figure 1. Neutron spectrum the cladding in a pressure water reactor receives using two 
different materials for cladding: Zircaloy-4 and Zr-2.5%Nb. 
 
3. PKA spectra 
 

SPECTER (Calculation of Energy Distribution of Nuclear Reaction Products) [4] 
calculates the energy spectra of particle emerging from reactions of the types (y,n), (y,p), 
(y,alpha), (y,2n), (y,np), (y,pn) and (y,2p) where the incident particle y may be either n, p ó 
alpha. In addition, the code calculates the cross section for each of these reactions. Moreover, 
it calculates recoil spectra, gas production, and total damage energy.   

Spectra calculations made in the section before have been used as input in the 
SPECTER code in order to obtain the primary damage in these materials. 
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High burn-up cladding neutron spectrum
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Figure 2. Neutron spectrum the cladding in a high burn-up light water reactor receives using 
two different materials for cladding: Zircaloy-4 and Zr-2.5%Nb. 
 

Fig.3 shows primary knock-on atom spectra (PKA fraction by energy versus the 
energy of the atom) for a current PWR in the same conditions than Figure 1. The same results 
in the four cases can be observed. PKA spectrum does not be affected neither the kind of 
cladding material nor burnup rate. Maximum PKA energy for Zircaloy-4 is 260keV and for 
Zr-2.5%Nb 280keV. 

Fig.4 represents primary knock-on atom spectra for an advanced LWR in the same 
conditions than Figure 2. PKA spectra in these cases are higher for Zr-2.5%Nb case than for 
Zircaloy-4 one but there is a light difference.   

 
4. Conclusions 
 
 Neutron spectra for current and high burnup light water reactors have been carried out 
using Monteburns code. Results show neutron flux increases when steps of burnup increase. 
Using these data as input, PKA spectra have been made for the same conditions using 
SPECTER code. Results are independent the cladding and the burnup step. This similarity 
between values is in good agreement with previous neutron and PKA spectra results in several 
materials [5].    

These data are very useful to understand the microscopic evolution of Zirconium 
alloys that is being studied using Molecular Dynamics and kinetic Monte Carlo simulations. 
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Normal burn-up cladding PKA spectrum
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Figure 3. PKA spectrum from the cladding in a high burn-up light water reactor using two 
different materials for cladding: Zircaloy-4 and Zr-2.5%Nb. 
  

High burn-up cladding PKA spectrum
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Figure 4. PKA spectrum from the cladding in a high burn-up light water reactor using two 
different materials for cladding: Zircaloy-4 and Zr-2.5%Nb. 
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ABSTRACT 
 
 
The macrolocalization behavior of plastic deformation in metals and alloys is addressed in the 
framework of a new approach, which enables one to relate the characteristics of autowave 
processes involved in flow localization on a macro- and a micro-scale level. 
 
 
1. Introduction 
 
It is known that plastic flow tends to localize from yield point to ductile failure [1, 2]. Inter-
pretation of experimental data on flow macrolocalization is a complicated task that still re-
mains to be solved. To date the phenomenology of the localization effect has been elucidated 
and the space-time regularities, which are characteristic for localization development, have 
been established. Localization might be regarded as a typical example of self-organization if 
the term “self-organization” is used in the meaning proposed by Haken, i.e. acquisition by a 
system of a spatial, a temporal or a functional structure in the absence of any specific action 
from without [3]. Plastic flow localization has all the characteristic features of autowave proc-
esses [1]. Thus at the stage of linear work hardening, the localization of plastic flow occurs in 
the form of phase autowaves having length 5 ≤ λ ≤ 15 mm and propagation velocity 10−5 ≤ 

≤ 10awV −4 m/s (Figure 1). A special technique of double-exposure speckle photography in-
tended for visualization of localized plasticity patterns has been developed [1]. This enabled 
one to obtain a vast array of data on the above quantities for a range of materials.  
 
 
2. Relationship between micro- and macro-scale characteristics  
 
The autowave nature of plastic flow localization in a deforming medium is addressed in the 
framework of a fundamentally new approach proposed in [4]. In order to describe the 
autowaves of localized deformation discussed in detail elsewhere [1, 2], the de Broglie equa-
tion mVh=λ is used (here h is the Planck constant). It has turned out that the mass values 
calculated with the help of this equation correlate with the atomic masses of the respective 
metals [4]. In our work [5] we used the same method in a consistent manner employing the de 
Broglie equation written in the form awef Vhm λ= ; this allowed us to derive effective masses 

≈ 1.5 a.m.u. for Cu, Al, Zr, V, Fe and Ni. A numerical analysis yielded efm
3

ionef rm ⋅≈ ρ  ,                                                              (1) 

where ρ  is the density of metal and  is its ionic radius. In fact, the estimations above is an 
attempt to introduce a certain quasi-particle corresponding with localized plasticity autowaves 

ionr
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and having the effective mass ~  and propagating velocity . Clearly, Eq. 1 is equivalent 
to the relation 

efm awV

constrhV ionaw =⋅= 3ρλ .                                                    (2) 
 

xx

λ
Vaw

 
Figure 1. The set of active localization zones xxε  moving in a concerted manner along 
the extension axis in the Cu specimen; xxε  is a local elongation 

 
Numerical data processing reveals that condition (2) corresponds, with a reasonable degree of 
accuracy – at least by the order of magnitude, to the equality 

⊥⋅≈⋅ VdVawλ2 ,                                                           (3) 
where d is the spacing between close-packed planes of the respective metal lattice and is 
the propagation velocity of transverse ultrasound waves in the same metal (see Table 1). The 
average ratio 

⊥V

⊥⋅⋅ VdVawλ2  = 1.06 ≈ 1 was obtained for the metals listed in Table 1. Eq. 3 
establishes a quantitative relationship between the characteristics of elastic wave processes (d  
and ) and those of localized plastic flow autowaves (λ and ). ⊥V awV
 
 
     Table 1. On the matching of awV⋅λ and ⊥⋅Vd values 

awV⋅λ ×107 d×1010
⊥V ×10−3

⊥⋅Vd ×107Metal  
 

m2/s m m/s m2/s 
⊥⋅⋅ VdVawλ2  

Cu  3.6 2.08 2.30 4.78 1.5 
Al  7.92 2.33 3.23 7.52 2.1 
Zr 1.92 2.46 2.25 5.53 0.7 
V 2.8 2.14 2.83 6.06 0.92 
Fe  2.55 2.07 3.32 6.87 0.74 
Ni  2.1 2.03 3.22 6.54 0.64 
Sn 2.34 2.91 1.79 5.20 0.9 

 
Let us rewrite Eq. 1 in the form 

hrVmV iawefaw =⋅⋅⋅=⋅⋅ 3ρλλ ,                                                    (4) 
which can be used for calculating the Planck constant values h. The wavelength and propaga-
tion rate of autowaves were measured experimentally; ρ and  values were borrowed from 
handbooks. Evidently, the calculated values generalized in Table 2 are close to the Planck 
constant true value h = 6.626⋅10

ionr

−34 J⋅s. The average value obtained for seven metals investi-
gated h =(6.34±0.48)·10−34 J⋅s and the ratio =hh 0.96±0.07. A good agreement is ob-
served for V, Fe, Ni, Sn, and Zr and a slightly worse one for Al and Cu.  
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3. Discussion of results 

The above suggests that resorting to quantum concept of plastic flow evolution in solids is 
justified. A similar approach might seem unexpected to physicists dealing with plasticity 
problems who maintain a long-sustained belief that the spatial scales of micro- and macro-
effects are incommensurable. On the microscopic (dislocation) scale level, however, the idea 
of quantization would not appear to be out of place since in view of lattice discreteness, a 
minimal probable shear by the Burgers vector having microscale b ≈ d ≈10−10 m may be re-
garded as “a shear deformation quantum”. At the same time, it follows from (3) that micro- 
and macro-scale phenomena occurring during deformation are interrelated, which speaks in 
favor of applying the quantization concept to the macro-scale level.  
 
      Table 2. The Planck constant values calculated from Eq. 4 

rion ×1010 λ×103  Vaw×105 h×1034  Metal 
m m m/s J⋅s 

Cu 0.96 4.0 2.6 8.14 
Al 0.51 8.0 18 5.0 
Zr 0.79 5.5 3.5 6.13 
V 0.59 4.0 7.0 6.52 
Fe 0.64 6.5 5.2 6.32 
Ni 0.69 3.5 6.0 6.17 
Sn 0.71 4.2 5.5 6.14 

 
Evidently, the fact that the handbook values of the Planck constant agree with the ones calcu-
lated from data derived in rather “coarse” macroexperiments may be attributed to the manifes-
tation of so-called “universality concept” [6]. In accordance with this concept, a system’s 
measurable characteristics are independent of the distribution of most of its microscopic prop-
erties. In other words, qualitative and quantitative substructural characteristics of the deform-
ing medium may be responsible only to an insignificant extent for the flow stress, the coeffi-
cient of work hardening and other mechanical characteristics.  
Application of the concept of “wave-particle dualism” to the description of processes in-
volved in localization of deformation appears to be sufficiently suitable. The above results 
considered as a whole imply that in a plastically deforming multi-scale system for which the 
following ratio holds true 810≥≈ ionmicromacro rλLL  the macro-scale phenomena ( λ≈macroL ) 
can be directly related to the micro-scale ones ( ionmicro r≈L ). In our previous investigations [2] 
the wave characteristics of plastic flow were measured for a pre-deformed metal whose dislo-
cation substructures differed in their spatial parameters.  
On the base of above findings a new two-component model of plastic flow is proposed, which 
relates information subsystem and dynamic the same in the deforming medium. Kadomtsev 
[7] was the first to use this concept to explain self-organization phenomena emerging in com-
plex systems. It is believed herein that plastic flow information subsystem can be related to 
the acoustic emission pulses (phonons) that are generated in the course of elementary acts of 
plasticity (for example, dislocation shears or twinning). Such pulses propagate through the 
medium, triggering thereby the thermal activated processes of dislocation motion in the dy-
namic subsystem of the deforming body. In this model the lattice values d and 

hdkV BDΘ≈⊥ 2  [6] characterize the phonon (elastic) subsystem and the autowave parameters 
λ and  are related to the dynamic subsystem of the medium, i.e. solids plasticity in the 
commonly used meaning. Here  is the Debye temperature,  is the Boltzmann constant. 
In this case it is believed that Eq. 3 reflects the condition of self-consistent occurrence of the 
processes at the micro- and macro-scale levels in the deforming medium. Thus, Eq. 3 directly 
and quantitatively relates the events developing in the acoustic and dislocation subsystems in 
the course of material plastic flow.  

awV

DΘ Bk
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All the motions occurring in the deforming system should probably be determined by hybrid-
ized spectrum of elementary excitation to unify the dispersion curve for phonons and quasi-
particles of localized plastic flow. Similar unified curve is shown schematically in Figure 2, 
which includes the straight line kVS ⋅≈ω  for phonons and the quadratic parabola 

 [8] for localized plastic flow autowaves. The co-ordinates ( 2
00 kk −+= αωω ) ω̂  and  of 

the intersection point of these plots have the following meaning: 
λ̂

ω̂  is close to the Debye fre-
quency, i.e. ω̂ ≈  Hz, whereas  corresponds to the minimal wavelength of the same 
order of magnitude as the spacing between close-packed planes in crystals, i.e. 

1310≈Dω k̂

dk ≈=≈ maxmin 2ˆ πλλ . Such coincidence is indirect evidence for the validity of plastic flow 
description as phonon gas interaction with localized plastic flow quasi-particles.  
 

 
Figure 2. The hybridized elementary excitation spectrum  

 
 
Conclusions 
 
1. On the base of the above considerations a direct relationship has been established be-
tween the micro- and macro-scale characteristics of the deforming medium. In so doing, mi-
croscopic process parameters may be responsible for the generation of localized plastic flow 
autowaves having typically macroscopic length.  
2. An inevitable step might be necessary to develop the above two-component model by 
invoking the idea that the plastic flow can be described as exchange phonon interaction be-
tween quasi-particles, corresponding to localized plastic flow autowaves.   
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ABSTRACT 
 
 

The potentials and the challenges of simulating the evolution of alloys under irradiation by 
phase field models are discussed. A simple energetic model is combined with a coarse 
graining approach to derive expressions for the required thermodynamics and kinetic 
quantities. Selected applications focus on the role of length scales and on the validity of using 
linearized equations in far-from-equilibrium situations. 
 
 
1. Introduction 
 
The evolution of microstructures in alloys under irradiation involves a wide range of time and 
length scales, from picoseconds and Angstroms for displacement cascades to decades and 
millimeters for segregation and precipitation reactions. While atomistic simulation methods 
have provided unique and valuable information, the range of relevant scales is so large that it 
is impossible to model the complete evolution of an alloy under irradiation by solely relying 
on these methods. Continuum methods such as phase field models, on the other hand, make it 
possible to reach long time scales and simulate large system sizes while accounting for 
diffusive and displacive processes, stress effects, and recently dislocations, but at the loss of 
some atomistic detail. Our goal is to develop and validate a robust phase field model that can 
be used for quantitative predictions of the evolution of the microstructure in irradiated alloys. 
 
In this present work we consider the case of a binary alloy system with positive heat of 
mixing that is subjected to continuous irradiation. It is assumed that the nuclear collisions 
produced by irradiation lead to a ballistic, i.e., random, mixing of the two chemical species. 
This assumption is supported by experimental results for alloy systems with moderate heats of 
mixing, ≤ 10 kJ at the equiatomic composition, such as Ag-Cu and Co-Cu [1]. We use this 
simplified model to address here the following questions. First, all existing phase field models 
rely on the linear response theory to derive the rate of evolution of the fields describing the 
microstructure. While this linearization is valid near equilibrium, it remains to be proven that 
it can also be applied to far-from-equilibrium evolutions, in particular when the overall 
evolution of the microstructure results from competing dynamics, each of them dictated by 
different driving forces. Second, current phase field models rely on continuum field variables 
defined at an arbitrary scale, and they thus lack an intrinsic length scale; exceptions are the 
recent works by Mohri [2] and by Finel et al. [3]. This limitation has important consequences 
for irradiated alloys, since for the model to be realistic it must include the specificity of the 
various recoil spectra produced by irradiating particles. The hard recoil spectrum produced by 
heavy ions or neutrons, for instance, should translate into larger fluctuations of the field 
variables, and this can only be implemented if the absolute size of the cells used to define the 
field variables are known. Third, most phase field models do not explicitly consider point 
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defects. This approximation is already questionable for evolutions during thermal annealing 
since it implies that vacancies are homogeneously distributed. It is clearly not suitable for the 
modeling of alloys under irradiation. Point defects, either isolated or clustered, must therefore 
be added to the list of variables describing the microstructure. 
 
 
2. Phase field models for alloys subjected to ballistic mixing 
 
In the first part of this article, we review briefly the limitations of current phase field models, 
which rely on phenomenological equations. We then propose to derive the phase field 
equation by coarse graining a simple atomistic model, where point defects are ignored. We 
then extend the model to take into account point defects and present some selected results. 
 
 
 2.1 Limitations of conventional phase field modeling 
 
Phase field equations are usually derived from a phenomenological approach (see [4] for a 
recent review). In the case of a binary alloy described by its composition field, C(r,t), the 
corresponding kinetic equation is the so-called Cahn-Hilliard diffusion equation and reads 
 

 
∂C r,t( )

∂t
= −∇ −M∇

δF

δC r,t( )
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (1) 

 
where F{C(r,t)} is the free energy functional of the alloy system and M the atomic mobility. 
This equation is linear in the sense that the rate of evolution of C is directly proportional to 
the driving force for diffusion, the gradient of chemical potential, ∇ δF δC( ). Following Cahn 
[5], F{C(r,t)} is written as a volume integral containing two terms, a homogeneous free 
energy density, f,  and an inhomogeneous term due to the existence of composition gradients: 
 
 F{C(r,t)} = f + κ ∇C

2( )dV
V

∫  (2) 

 
where κ is the gradient energy coefficient. Inside the miscibility gap, the homogeneous free 
energy density is often described by a double-well potential, with an energy barrier between 
the two locally stable states referred to as ∆f. There are situations where it is not sufficient to 
rely on the deterministic Eqn. (1), for instance, nucleation. Cook [6] proposed a 
phenomenological approach to add fluctuations by taking advantage of fluctuation-dissipation 
relationship, thus transforming Eqn. (1) into a Langevin-type equation 
 

 ∂C(r, t)
∂t

= −∇ −M∇
δF

δC(r, t)

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  + ξ(r, t)  (3) 

with the noise term satisfying the following equation 
 
 ξ(r,t),ξ(r',t') = −2kBTM∇2δ(r − r')δ(t − t')  (4) 
 
This approach is however problematic, as it is observed that a straightforward application of 
Eqn. (4) leads to large and unphysical fluctuations [7]. A practical solution often implemented 
is rescaling the amplitude of the noise by some small factor. Such a practice, however, raises 
concerns about the validity of the results that are produced. 
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Phase field models fall into the category of diffuse-interface models. The model parameters 
∆f and κ play a determinant role regarding interfaces since it can be shown that the excess 
interfacial free energy scales as σ ∝ ∆f ⋅ κ , whereas the equilibrium interfacial width 
follows ξ ∝ κ ∆f . Eqns. (1) or (3) are solved by mapping the space onto a grid, and using 
an explicit or implicit solver to integrate the equations forward in time. In order to obtain a 
stable numerical integration, it is necessary for any interface to be spread over about five grid 
points. Experimental results and Monte Carlo simulations indicate that the equilibrium width 
of interfaces in phase separating systems under practical conditions may be as small as ≈1 nm. 
In order to reproduce this width, one would need to use grid spacing smaller than ≈0.2 nm. 
Such fine grid spacings, however, require cells that contain about one atom, a number that is 
incompatible with the volume required to define the continuous field variable C(r,t) from a 
space and time coarse graining of atomistic information. One possible solution is to rely on a 
phase field crystal model [8], where the coarse graining is restricted to the time domain, but 
this approach results in unacceptable limits on the time scale and length scales that can be 
modeled. In conventional phase field models, one is thus left with the expedient of using 
interfacial widths that are larger than the physical ones. Typical values of cell sizes are 1 to a 
few nm, which are appropriate for interfacial widths exceeding 10 nm. An important 
verification is then to test the sensitivity of the results to the particular choice of interfacial 
width. In the case of solidification, such tests and the comparison with analytical solutions for 
sharp interfaces has led to the development of quantitative models [9]. In the case of solid-
state transformations, however, such tests are not performed systematically. 
 
An additional complication in the case of alloys under irradiation is that displacement 
cascades introduce various new length scales that are in the range of a few Angstroms to 
several nanometers. The chemical mixing forced by displacement cascades, for example, can 
be modeled by an exponential decay with a decay length, R which ranges from 1 Å to ≈ 4 Å 
[10], while disordered zones produced by cascades extend from sub-nanometric to ≈ 10 nm 
[11]. Finally, energetic displacement cascades produces point-defect clusters that are 
comprised of 2 to several tens of individual point defects. While the smaller clusters can 
migrate, the larger ones are essentially immobile, and they are likely to play an important role 
in the evolution of the microstructure during prolonged irradiation. If one were to ignore these 
three length scales introduced by displacement cascades, one would not be able to model the 
effect of recoil spectra on microstructural evolutions under irradiation. One empirical 
approach used by Enomoto et al. [12] for the study of the relocation distance R is to use 
artificially large values of R, extending over several grid points. As already noted, however, 
one needs then to demonstrate that the results can be extrapolated to realistic R-values by 
some rescaling. 
 
 
 2.2 Phase field model derived by a coarse graining approach 
 
Many of the limitations of conventional phase field models are rooted in the 
phenomenological derivations of Eqns. (1,2). Langer [13] showed however that these 
phenomenological equations can be derived starting from a microscopic description and 
performing a coarse graining in time and space to define the field variables. It is assumed that 
within each cell the characteristic time required to reach local equilibrium is much faster than 
the time involved in the transfer of atomic occupancies from cells to cells. Langer did not use 
any particular model to describe the energetics of the alloy, and thus his derivation does not 
provide any insight on the homogeneous and inhomogeneous terms of the free energy 
functional implicit in Eqn. (2). We propose here to derive the kinetic equation for the 
composition field by combining a coarse graining approach, as in Langer’s work, with a bond 
model for the energetics and the kinetics. Martin [14] showed that such a bond model can be 
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used to derive analytically kinetic equations that are fully consistent with an energetic model, 
as well as to shed light on the definition of the mobility coefficient once the kinetic equation 
is linearized with respect to the driving force for diffusion. 
 
 

1−ncell ncell 1+ncell

N0

 
 
 
 
 
 
 
 
 
 
 
Following Martin [14], we assume that the cohesion of the solid can be described by additive 
pairwise interaction energies between nearest neighbor A and B atoms, εij, with i,j=A,B. In 
this section, for simplicity, we will ignore the point defects and assume that the kinetics is 
mediated by direct exchanges between atoms, either through thermally activated jumps at 
frequencies determined by rate theory, or by ballistic exchanges at frequency dictated by the 
irradiation flux and particle. Also for simplicity, we will derive the kinetic equations in one 
dimension, but the generalization to two- and three-dimensions is straightforward. The system 
is comprised of a stack of N planes of finite extension, each plane containing Ω atomic sites 
(see Fig. 1). The number of B atoms contained in plane p is designated by Bp. As a result of 
the coarse graining procedure, the planes are grouped into cells, each containing m planes. 
The B concentration in any given cell “n” is obtained by summing the number of B atoms 
located in all the planes belonging to a given cell, divided by mΩ: 

Figure 1. Schematic drawing of coarse graining in a one dimensional model. 
 

 

 C(n,t) =
Bp

mΩp∈n

∑  (5) 

 
The excess internal energy of a composition profile B is calculated by a simple bond counting 
procedure, and the configurational entropy is estimated in the usual way, leading to 
 

 F(B) = mΩ Zω CnCn +
Ωb

mΩ
zω (Cn+1 − Cn )2

n=1

N / m

∑ + kBT (CnLnCn + CnLnCn )
n=1

N / m

∑
n=1

N / m

∑
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥  (6) 

 
where Cn = C(n,t) , Cn = 1− Cn , Z is the total coordination number, e.g., Z=12 for an fcc 
lattice, z  is the coordination number for bonds connecting atoms from adjacent cells, ω is the 
ordering energy defined as ω = εAB − (εAA + εBB ) /2, and Ωb is the number of atom sites in one 
cell that can form bonds with atoms belonging to adjacent cells. Periodic boundary conditions 
have been assumed in the derivation. In the case m=1, it is natural to choose Ωb , and one 
recovers the free energy derived by Martin. This is expected since in Martin’s model the 
continuous variables are defined by averaging the number of atoms within each single plane. 
This latter definition, however, makes it problematic to generalize the model in three 
dimensions. In contrast, with the present coarse graining approach, Eqn. (6) can be easily 
extended to two and three dimensions. The first remarkable result is that, if one transforms the 
sums in Eqn. (6) into integrals, the inhomogeneous term has exactly the dependence expected 
from the phenomenological Eqn. (2). The second remarkable property of the free energy is 
that, while the homogeneous internal energy term and the entropy are extensive quantities, 

= Ω
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i.e., proportional to mΩ, the inhomogeneous contribution to the internal energy–the second 
term in the RHS of Eqn. (6), scales with Ωb , the number of interfacial sites. The free energy 
expression given by Eqn. (6) for a discrete profile can be transformed to a continuous profile 
by using (Cn +1 − Cn )2 = (md)2 ∇C

2, where d is the interplanar spacing distance. By 
identification with Eqn. (2), the gradient energy coefficient κ is found to scale as 
 

Ωb

Ω
 κ ∝ m d2ω  (7) 

 
In particular, if one makes the choice that Ωb = Ω, κ is a function of the coarse graining size, 
in contrast to the widely used phenomenological expression Eqn. (2). We note, however, that 
Finel [3] is proposing a new derivation of the phase field equation, also starting from a coarse 
graining of microscopic quantities, and he finds as well that κ depends on the size of the cells 
used for coarse graining.  
 
The chemical potential corresponding to the free energy F is given by 
 

 µn =
1

mΩ
∂F

∂Cn

= −2ω ZCn +
Ωb

mΩ
z∆Cn

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ + kBT ln

Cn

Cn

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (8) 

 
In the partial derivative in Eqn. (8), one has to keep constant all concentrations in the other 
planes, as well as Cn  to obtain the correct expression for the chemical potential. 
 
Again, following Martin’s procedure, we now derive the kinetic equation governing the 
evolution of the coarse grained variables Cn. The rate of change of B concentration in cell n is 
written as a divergence of net fluxes: 
 

 ∂Cn

∂t
=

1

mΩ
Jn−1→n − Jn→n+1( ) (9)

 
with the net fluxes given by 
 

 

Jn−1→n = Ωb Cn−1 1− Cn( )zΓn−1→n − Cn 1− Cn−1( )zΓn →n−1[ ]

Jn →n +1 = Ωb Cn 1− Cn +1( )zΓn →n +1 − Cn +1 1− Cn( )zΓn +1→n[ ]
 (10) 

 
and the jump frequencies are a sum of thermally activated and ballistic exchanges 
 
 Γn →n +1 = ν exp −βEn →n +1( )+ Γb  (11) 
 
where Γb is the ballistic exchange frequency; here we assume that the ballistic mixing is 
restricted to adjacent cells. The activation energy for an A-B exchange between two adjacent 
cells is the energy required to break the bonds formed by these two atoms, minus the energy 
gained by placing the two atoms into a saddle point configuration, Es. For simplicity, this term 
is here assumed to be a constant. This leads to 
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En→n+1 = Es + Z CnεBB + 1− Cn( )εAB + 1− Cn+1( )εAA + Cn+1εAB[ ]+

Ωb

mΩ
z ∆Cn εBB −εAB( )+ ∆Cn+1 εAB −εAA( )[ ]

 (12) 

 
As in Martin’s work, it can be shown that the net thermal fluxes are related to chemical 
potential gradients by applying Polkowicz’s identity to the forward and backward components 
p and q of the net flux: 
 
 Jn →n +1

th = p − q = pq p q − q p( ) (13) 
 
By identification with the chemical potential derived above, Eqn. (8), one finds that 
 

 Jn →n +1
th = Ωbz CnCnCn +1Cn +1( )1/ 2

exp −
E0

kBT

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ sinh

µn +1 − µn

kBT

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (14) 

 
where, with the simplifying assumption εAA = εBB , E0 is a constant involving the pairwise 
interactions. When the chemical potential gradient is small, one can linearize Eqn. (14) and 
recover kinetic equations that can be identified term by term to Eqns. (1-2). As emphasized by 
Martin, this procedure makes it possible to derive the expression of the mobility M as a 
function of the model parameters, instead of relying on a phenomenological expression. 
 
In the presence of ballistic exchanges, a similar approach yields an expression for the 
effective chemical potential gradient that drives the overall net fluxes in the alloy 
 

 µn +1
eff − µn

eff

kBT
= Ln

Γn +1→n + Γb

Γn →n +1 + Γb

+ Ln
Cn +1Cn

Cn+1Cn

 (15) 

 
This expression is analogous to one derived by Vaks and Kamyshenko [15] starting from a 
microscopic model and using a mean field approximation. We also note that the effective 
mobility is modified by the presence of ballistic exchanges. 
 
 
 2.3 Application to selected cases 
 
The first issue raised in the introduction was that conventional phase field models lack 
intrinsic definition of absolute length scale. As seen from Eqns. (6-8), the coarse graining 
procedure yields explicit scale dependence, for the gradient energy term and for the atomic 
mobility. Similar results have been obtained by Finel [3]. Work is in progress to compare 
microstructures generated by this quantitative phase field model with atomistic Monte Carlo 
simulations. 
 
The second issue raised is the validity of linearizing each kinetic contribution with respect to 
its own driving force, whereas the overall evolution of the microstructure is driven by a 
different, effective driving force. In order to carry out specific tests, we chose ω=67.8 meV, 
yielding a critical temperature Tc=1573 K, εAA = εBB , and we used the reduced ballistic jump 
frequency γb = Γb [υ exp(− Es kBT)]. In Fig. 2a, we present steady state composition profiles 
obtained by integrating numerically Eqns. (9-12) in one dimension using an implicit method 
with variable time step. The compositions of the two coexisting phases are then used to build 
steady-state phase diagrams, as exemplified in Fig. 2b.  In Fig. 2, we compare results obtained 
with (i) the full kinetic model, (ii) a kinetic model where the thermal diffusion has been 
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linearized, and (iii) using the effective temperature criterion introduced by Martin [16]. It is 
clearly seen that the linearized model, as well as the effective temperature model, provide 
excellent approximations of the correct steady-state phase diagram.  
 

   
Figure 2. Steady state composition profiles (a, left) and steady-state phase diagrams (b, right) 
obtained at various temperatures and reduced ballistic frequency γb (see text for definition) 
using (i) the full kinetic model (FKM), (ii) the linearized model (LM), and (iii) the effective 
temperature criterion. 
 
 
The procedure described in this section can be easily extended to three dimensions; it is also 
possible to include vacancies, interstitials, and defect clusters. For instance, Fig. 3 illustrates 
the decomposition of an alloy by the thermally activated migration of vacancies in a two-
dimensional model at 1300 K. The details of these extensions will be presented elsewhere. 
 

 
Figure 3. Composition field CB (left) and vacancy concentration field (right) during thermal 
decomposition at 1300 K of a A50B50 alloy (same alloy parameters as in Fig. 2). 
 
 
3. Conclusions 
 
By combining a coarse graining of atomistic information and a pairwise interaction energetic 
model, we derive expressions for the free energy functional of an inhomogeneous alloy, and 
for the kinetic evolution of its composition field in the presence of short-range ballistic 
mixing. We show that this procedure yields gradient energy coefficient and atomic mobility 
that depends on the size of the volume used for coarse graining, thus introducing explicitly an 

Multiscale modeling of irradiation and aging of materials

685



absolute length scale in the model. In the presence of ballistic mixing, it is shown that the 
linearized kinetic equations provide a satisfactory approximation of the full evolution 
equations. The linearization also yields an analytical expression for the effective chemical 
potential gradient of the alloy under irradiation. The present derivation of phase field 
equations can be generalized to include point defects. 
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Phase field modeling of the evolution of composition in 
a binary alloy under irradiation.

Pascal Bellon 1 , Robert S. Averback 1, Arnoldo Badillo 1, Pavel Krasnochtchekov 1, Yang Liu 1
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We have developed a phase field model (PFM) to describe the coupled evolu-
tion of composition and point defects in a binary alloy subjected to sustained 
irradiation. Kinetics equations in conventional PFM are derived in the framework 
of the linear response theory. In irradiated materials, however, new processes 
such as the mixing forced by atomic collisions drive these systems into nonequi-
librium configurations, and eventually into nonequilibrium steady states. The-
refore, the evolution of the alloy is no longer controlled by the minimization of 
some thermodynamic potential. As a result, the validity of using a superpositi-
on of linearized kinetic terms to describe the overall kinetic evolution becomes 
questionable. Starting from a microscopic description of thermal and ballistic 
atomic jumps, we derive a fully non-linear kinetic equation for the evolution of 
the composition field. We also obtain linearized versions of this model, either 
by performing a global linearization, i.e., with respect to the total driving force 
that operates under irradiation, or by a piecewise linearization, i.e., where each 
kinetic term is linearized as if it were operating in the absence of the other pro-
cesses. We performed a systematic numerical comparison of these three models 
by monitoring the kinetics of evolution and the steady state shape of interfaces 
in a model two-phase alloy with pairwise interactions. These results are also 
compared with lattice kinetic Monte Carlo simulations. Finally, KMC simulations 
are employed to evaluate the role of the coupling between interstitials and local 
composition on phase separation under irradiation.
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ABSTRACT 
 

Computer simulation of thermal desorption of helium pre-implanted into bcc iron has been 
performed using kinetic lattice Monte Carlo with ab initio defect interaction parameters. 
Quick formation of vacancy-helium clusters occurs at relatively low temperatures and limits 
helium release from the sample up to temperature of at least 700°C.  
 
 
1. Introduction 
 
Ferritic-martensitic steels accumulate in radiation environment of fusion facilities noticeable 
amounts of helium. At hundreds appm of implanted helium and elevated temperatures 
pronounced helium clustering is possible, which bears potential risk of mechanical property 
degradation of irradiated steels. Thus investigations of helium clustering in ferritic steels are 
important for prediction of He effects on the steel radiation stability.  

 
Recent first-principles calculations of formation, binding and migration energies  for 
vacancies, He atoms and their clusters in bcc iron have demonstrated the presence of efficient 
binding between He atoms and vacancies, which extends to the second nearest neighbor (NN) 
separations [1,2]. Such interaction creates favorable conditions for the long-range diffusion of 
He-V clusters via the so-called “ring” mechanism. The accelerated diffusion of small He-
vacancy clusters has indeed been demonstrated in a numeric experiment [3] and it is 
interesting to check, whether experimental evidences in its favor can be found. One such 
possibility can be provided by experiments on the kinetics of He thermal desorption from He-
implanted iron.  

 
The typical scheme of experiment includes the room temperature implantation of He into iron 
samples up to quite high doses (so that the peak concentrations of He atoms can vary from 
hundreds of ppm to tens of percent), followed by annealing at the permanently increasing 
temperature from the ambient one to values above 1000°C. The rate of He desorption during 
the annealing is measured and the peaks at the desorption curve indicate the activation 
energies of different He release processes occurring in the annealed sample. Thus, in an 
experiment on thermal annealing of 8 keV He implanted iron [4] a number of peaks are 
observed, some of which are tentatively interpreted by the authors and some are not. Thus the 
lowest energy peak (at 200-250°C) is interpreted as the desorption of subsurface He, the 
peaks at ~500 and 750°C are attributed to the decomposition of He-rich clusters HenV (with n 
> 1) and HenVm (n > m > 1), respectively, a broad peak at 800-900°C is assumed to be due to 
either the detrapping of He atoms from substitutional positions or to α → γ transformation in 
iron, while the peak at ~1100°C has got no interpretation at all.  
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This tentative attribution is not very convincing. For example, the decomposition of He-rich 
vacancies is doubtful. The reason is not that such clusters are impossible (according to some 
numerical calculations, a vacancy can easily adopt two He atoms and maybe more), but the 
fact that each incident ion creates a lot of Frenkel pairs (~40 for the conditions of the above 
mentioned experiment of Sugano et al. [4], as evidenced by calculations with the code TRIM) 
and thus an “ovepressurized” He-V complex can easily capture sufficient amount of vacancies 
and decrease the chances of He emission back into the bulk. The dissociation of substitutional 
He into a vacancy and interstitial He requires, according to recent calculations [2], more than 
2 eV and as such is also not a very efficient process even at quite high temperatures. 

 
Some alternative mechanisms have been proposed in the literature and include in particular 
He transport to the sample surface along short-cuts (e.g. dislocation cores [5]) or the diffusion 
of small He-vacancy clusters [6]. The release peaks at high temperatures can be also 
associated with distinct surface damage features (such as blisters) [7]. One of these 
explanations is in line with our resent demonstration of accelerated diffusion of small He-V 
clusters. Unfortunately, it is not a trivial task to associate this mechanism with that or other 
desorption peak. In order to do it, one might mimic a real experimental situation with lattice 
kinetic Monte-Carlo (LKMC) simulations of He thermal desorption with the use of the first 
principles energies of He and vacancy interaction in iron, without “external” fitting 
parameters, and to look how closely the simulation predictions fit the experimental 
observations. In this paper we report some of the first results of such numerical simulations 
with realistic He and vacancy parameters.  
 
 
2. Simulation details and results 
 
Our approach to simulation of He-vacancy cluster nucleation and growth in irradiated alpha-
iron, which is considered as a model material with the behavior closely resembling that of real 
ferritic steels, is a typical example of multiscale approach, which combines the results of 
quantum mechanical (ab-initio) calculations of He-V cluster energies with the atomistic 
kinetic Monte-Carlo and provides the detailed description of He diffusion and clustering that 
can be further dealt with at longer timescales by rougher techniques (object KMC or standard 
rate theory). 
 
Simulations in this work have been performed using our Monte-Carlo code CASINO-LKMC. 
The code implements “continuous time” algorithm, where each Monte-Carlo step represents 
one successful jump and the real time per each jump is tracked. The input parameters (He and 
vacancy binding energies) were taken from ab initio calculations [1,2], which provide the 
most reliable up to date estimates of defect energies. The simulation cell of 256x64x64 lattice 
parameters, as shown in Fig.1, is elongated in x direction (sample depth). Open boundary 
condition along x-direction are used, so that a vacancy or He atom reaching these cell 
boundaries are immediately removed. In y and z directions the boundary conditions are 
periodic. The initial depth distribution of He atoms, as shown in the left part of Fig.1, nearly 
exactly reproduced the profile predicted by TRIM calculations. Vacancy distribution follows 
the TRIM shape, but the peak ratio V/He was reduced to 4:1, in order to take into account the 
fact that typically only ~10% of atomic displacements survive the intra-cascade annealing [8]. 
The computational cost of simulations, which required hundreds of millions of MC steps 
within one run, is quite high and only several already terminated annealing runs are discussed. 
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Figure 1. Left: Depth distribution of implanted He atoms (lower) and vacancies (upper curve), 

as predicted by TRIM for 8 keV He implantation up to 5x1014 He/cm2 into iron.  
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Right: Distribution of He atoms and vacancies in LKMC simulation cell: at the 
beginning of simulation (above) and after KMC annealing at 200°C for 0.2 s. 

 
First of all, the annealing at 200°C was performed for as long as 0.2 s. By this time no 
vacancy monomers were left in the bulk, even though at the start of the simulation nearly all 
the vacancies were monomers. Very small amount of vacancies left the cell through the free 
surface, but the absolute majority formed clusters that contained relatively low content of He, 
see Fig. 2a. It is interesting to note that not only vacancy monomers, but pure vacancy clusters 
and He-V complexes with the sizes up to 4 disappeared (cluster size means here the number 
of lattice sites in the cluster, either empty of filled with He atoms). This results from the fact 
that such clusters are highly mobile [3] and coalesce with bigger ones.  
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 (a) (b) (c) 
Figure 2. The content of point defects in clusters of different sizes after annealing at 200°C 

(a), 400°C (b) and 700°C (c). The relative parts of vacancies and He atoms within 
clusters of each particular size are shown in dark gray and white. The numbers in the 
legends indicate the total numbers of vacancies left in the simulation cell. 

 
Only small amount of helium close to the free surface were lost. However, in real experiments 
the free surface is much larger than that of our simulation cell. Consequently helium leakage  
might be qualitatively consistent with the above mentioned interpretation of the 
experimentally observed weak He desorption peak at this temperature.  
 
The final distribution of He-vacancy clusters obtained in the run at 200°C was used as a 
starting configuration for two runs at higher temperatures, namely at 400°C and 700°C. The 
final distributions of He clusters in the simulation cell are shown in Fig. 3. At both 
temperatures the active thermal emission of vacancies from clusters is observed, which results 
in the cluster ripening and the loss of vacancies at the free surface. As can be seen in the 
legends in Fig.2, the total loss of vacancies in both runs was comparable, which is due to the 
comparable numbers of MC steps at both temperatures. However, the ripening at 700°C is 
more pronounced, cf. Figs. 2b and 2c. 
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 (a) (b) 
Figure 3. The distribution of He-vacancy clusters in LKMC simulation cell after KMC 

annealing at 400°C for 1.7 ms (a) and at 700°C for 40 μs (b). 
 
In contrast to the vacancy loss, the loss of He atoms was noticeably different. While 
practically no He emission was observed at 400°C, ~ 0.1% of helium atoms was lost during 
the run at 700°C. As can be judged from Figs.2b and c, the desorbed He involves mostly the 
atoms dissolved in the matrix in the form of substitutional monomers and the transport 
mechanism seems to be related to the formation of He-V pairs and their migration to the free 
sample surface. 
 
 
3. Conclusions 
 
He-V clustering during the linear annealing of helium ion implanted iron samples is 
dominated by the formation of small helium clusters at the very beginning of the temperature 
ramp and the ripening of the cluster ensemble at temperatures below at least 700°C. Very 
little part of implanted helium was lost at the surface during the KMC times reached. Yet, 
there is a clear trend of increasing He desorption when the temperature of 700°C is reached. 
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The impact of point defects, small clusters and dislo-
cations on the thermal conductivity and dimensional 

stability of 3C-SiC
Tjacka Bus 1, Brian D. Wirth 1, Yutai Katoh 1, Lance L. Snead 1

1University of California, Berkeley, 4151 Etcheverry Hall, 94720 Berkeley, United States of America

Silicon carbide intrinsically displays excellent thermal conductivity, good dimen-
sional stability and high strength at temperatures ranging from below room 
temperature to well above 1200º C, making it a candidate structural material for 
advanced fission and fusion reactors. Defects introduced during the manufac-
turing process and due to radiation exposure while in service, can significantly 
degrade the properties. In particular, the thermal conductivity degradation and 
swelling of neutron irradiated SiC are key issues which may limit its application in 
nuclear reactors. Recent neutron irradiation experiments suggest that the same 
type of defects is responsible for both swelling and loss of thermal conductivity, 
although the responsible defects and their evolution are not well understood. 
Following a brief review of atomistic simulations of point defect properties and 
displacement cascade evolution in 3C-SiC, we present results of molecular dy-
namics simulations to calculate the thermal conductivity and relaxation volume 
of perfect and defected 3C-SiC. The defects investigated include point defect 
clusters, dislocation dipoles and interstitial dislocation loops. The thermal con-
ductivity was calculated using the Green-Kubo approach, as outlined by Li and 
co workers [Li et al., J. Nuc. Mat., 255 (1998) p139]. The results will be discussed in 
light of developing models of defect and property evolution of SiC under fusion 
relevant conditions.
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Modeling radiation damage in FeCr alloys.
Alfredo Caro 1, M. Caro 1, S. G. Srivilliputhur 2, D. A. Crowson 3, E. M. Lopasso 4
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3Virginia Polytechnic Institute and State University, 24061 Blaksburg, United States of America
4Centro Atomico Bariloche, 8400 Bariloche, Argentina

FeCr alloys are the base of steels used for nuclear applications. Modeling its be-
havior under irradiation is a challenge due to its complex nature originated in its 
magnetic structure. Recent ab initio results show how magnetic frustration ef-
fects account for the change in sign of the formation energy of the alloy, which 
in turn is at the basis of the change from ordering to segregation tendency ob-
served at low Cr composition, in the range used in nuclear applications.

In this presentation I review our work on this system, in particular, the alloy po-
tential, the properties of solutes, the properties of intrinsic point defects, the 
implications of the ab initio energetics on its phase diagram, nucleation and 
growth of α’ precipitates, and its behavior under irradiation:

- We developed a general formalism to construct empirical potentials for the 
alloy that mimic the formation energy obtained ab initio, in particular its change 
in sign and non- symmetric character. The alloy potential correctly predicts the 
inversion of order found experimentally, the ab initio results for Cr-Cr interac-
tion vs distance, and predicts the properties of the vacancy and interstitials as a 
function of composition [A. C. et al. PRL 95, 075702 (2005)].

- With a computational thermodynamic package that we developed to find free 
energies of empirical potentials [A. C. et al. JNM 349, 317 (2006)], we predict the 
new location of the miscibility gap in the ferromagnetic phase of the alloy and 
find that ab initio results have strong influence on the solubility limit at the tem-
perature of interest for nuclear applications [A. C. et al. APL in press].

- With our recently developed massive parallel Monte Carlo code in the trans-
mutation ensemble with displacements, we study the nucleation and growth 
processes involved in the α’ precipitation. We analyze homogeneous and hete-
rogeneous precipitation and discuss its implications for embritlement.

- With the implementation of the new potential in Lammps, we are analyzing 
the early stagers of radiation damage in the alloy at various compositions, in 
particular the nature of the defects surviving the thermal phase of the collision 
cascades.

This work was performed under the auspices of the U.S. Department of Energy 
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by the University of California, Lawrence Livermore National Laboratory under 
Contract No. W-7405-Eng-48.
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ABSTRACT 
 
 

We have developed a rate theory (RT) model to study the evolution of defects 
produced during irradiation in metals such as Fe. These types of models are based on 
a mean field approach and can treat very efficiently the evolution of damage in time. 
However, this approximation implies a loss of spatial correlation between defects.  
Kinetic Monte Carlo (kMC) models, on the other hand, include the position of every 
defect produced and therefore correlations are taken into account. This gain in 
accuracy results in longer computational effort, in particular for high irradiation dose 
or long annealing times. Coupling between these two simulation methods is therefore 
desirable, but in order to do this coupling it is necessary to know their limitations and 
when to apply each model. We compare kMC and RT calculations for different 
irradiation conditions. We consider a case where only Frenkel pairs are produced, 
such as under electron irradiation. The evolution of defects under isochronal 
annealing is obtained and the two models are compared. We are currently studying the 
case when clusters of defects are directly produced during the irradiation, such as in 
the case of heavy ion implantation. Parameters of the model are obtained from ab 
initio calculations and molecular dynamics simulations and results are compared with 
available experimental data.  
 
 
1. Introduction 
 
Rate theory (RT) models can treat very efficiently the diffusion of defects in solids. 
However, this mean field approach includes a series of approximations, such as the 
lack of spatial correlations. When defects are produced by irradiation, such as electron 
or ion irradiation, or in the case of fusion and fission reactors by neutron irradiation, 
there is a certain spatial correlation between the defects created. Therefore, the 
approximations in the model must be analyzed under these conditions. Calculations 
by J. Dalla Torre et. al [1] have indeed shown the importance of these correlations in 
modeling electron irradiation of Fe by comparing kinetic Monte Carlo (kMC) 
calculations, where these correlations are included, and cluster dynamics.  
 
 
We present kMC and RT calculations of electron irradiated Fe during isochronal 
annealing. The effect of lack of correlation on the position of the annealing stages is 
checked within the same model, that is, using only kMC calculations. The results of 
kMC are also compared to the RT calculations. 
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2. Rate theory and kinetic Monte Carlo models 
 
A RT model has been developed that includes the following interactions between 
defects:  
1 Self-interstitials can interact with each other to create self-interstitial clusters 

In + I -> In+1       where n is the number of interstitials in a cluster 
2 The same reaction can occur among vacancies creating vacancy clusters: 

Vn + V -> Vn+1  where n is the number of vacancies in a cluster  
3 Bulk recombination between self-interstitials and clusters: 

V + I -> 0 
4 Recombination between vacancies and interstitial clusters are also included: 

      In + V -> In-1  
 
 
The kinetic Monte Carlo has been explained elsewhere [2]. The input parameters for 
both the kMC and the RT model are those described in reference [3]. 
 
 
Electron irradiation of Fe: resistivity curve with kMC and RT 

Calculations of defect evolution during isochronal annealing of electron irradiated Fe 
have been performed using both kMC and RT, similarly to references [1, 3]. The 
initial defect concentration in the kMC simulations is introduced through a 
distribution of Frenkel pairs while a homogeneous concentration of vacancies and 
self-interstitials is used in the RT model. A dose of 2x10-6 dpa is considered in both 
cases. The concentration of vacancies and self-interstitials is followed during 
annealing starting with a temperature of 77.2 K and increasing the temperature by 3% 
every 300s, similarly to experiments in reference [4].  The derivative of the total 
number of defects   with temperature is obtained to  identify the different annealing 
stages. The changes in the position and height of these peaks depending on the 
simulation method or initial conditions are analyzed. 

In order to study the expected shifts in the position of these peaks due to the absence 
of spatial correlations we have made used of kMC simulations alone. In this way there 
are no issues regarding the parameters used in the two models or the approximations, 
and therefore the differences obtained are only due to the existence or absence of this 
correlation. To perform this study two different initial conditions are considered. On 
one hand Frenkel pairs are generated with an average distance between vacancies and 
self-interstitials of 1.5nm, that is, close to the I-V recombination distance obtained 
experimentally [4]. On a second simulation the average distance between Frenkel 
pairs was set to 5.7nm, in order to eliminate correlated recombination. Fig. 1(a) shows 
the total number of defects as a function of temperature for the two kMC simulations, 
while Fig. 1(b) shows the derivative of these curves with temperature. The different 
recovery stages can be observed from this second figure, where ID2 corresponds to 
correlated recombination, IE to uncorrelated recombination, II to di-interstitial cluster 
migration and III to vacancy migration, following the nomenclature of reference [3]. 
From Fig. 1(a) it can be observed that the total number of defects when there is no-
close recombination between I-V is higher than when this correlation is taken into 
account, as expected. Consequently, the peak corresponding to stage ID2 is not 
present when the initial distance between  
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I-V is very large, and the subsequent peaks are more intense. This observation is 
in agreement with the calculations in reference [1] where kMC and RT are compared. 
However, unlike in that work, the position of the peaks does not change significantly 
between these two cases.   

 

Stage III

Stage II

Stage IE

Stage ID2

         (a)           (b) 

Figure 1: (a) Number of defects as a function of temperature for isochronal 
anneal and (b) derivative of the number of defects with temperature. KMC 
with and without correlation between V and I. 

The RT model has also been compared to kMC calculations using the same input 
parameters for defect mobility and binding energies. However, the RT model 
developed at this point did not include the mobility of clusters, only the mobility of 
single defects. Therefore, in order to compare the two models kMC calculations have 
been performed also considering all clusters immobile. Figure 2 shows the derivative 
of the total number of defects with temperature obtained from RT (solid line) and 
from kMC calculations (triangles). The kMC calculations result in three peaks. The 
first peak is related to the correlation between close Frenkel-pairs (stage ID2), the 
second peak is due to the mobility of the self-interstitial or uncorrelated 
recombination (stage IE) and the third peak is related to the mobility of the vacancy 
(stage III). As mentioned above, since the mobility of di-interstitials or other clusters 
of defects is not included stage II does not occur in these calculations. The RT 
calculation only shows two peaks: one for stage IE and one for stage III. That is, as 
expected, stage ID2 related to spatial correlations between vacancies and interstitials 
can not be reproduced by a RT model, as already pointed out in reference [1]. Since 
this recombination does not occur, the total number of defects in the RT model is 
much higher than those predicted by the kMC, as can be observed by the much higher 
peaks obtained from the RT calculations. Notice also that there is a slight shift in the 
position of the peaks for stage IE and III between RT and kMC, with lower 
temperature values for kMC. This shift, however, is much smaller than those reported 
earlier in similar comparisons [1]. 

Multiscale modeling of irradiation and aging of materials

697



 

Figure 
2: 

Annealin
g stages 
obtained 

from RT 
(solid 
lines) 

and kMC 
calculati

ons 
(triangles

). 
Clusters of all sizes considered immobile. 

 
4. Conclusions 
 
Comparison using the same model, kMC, with and without spatial correlation 
between Frenkel-pairs shows the same position for the annealing stages of electron 
irradiated Fe and a different height of these peaks due to the difference in defect 
concentration. Comparison between kMC and RT shows the lack of spacial 
correlation in the later, and a slight shift of the peaks. This shift could be related to 
differences between the parameters used in the two models, in particular, pre-factors 
or capture radius. The differences however, are very small. Calculations including 
clusters of defects, such as those produced under ion irradiation, are being performed.   
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ABSTRACT 
 
 

It is well known that impurities affect the migration of intrinsic defects in metals. In 
particular, Carbon is a common impurity in Fe that can significantly affect the mobility of 
vacancies. On the other hand, under fusion irradiation conditions high levels of He will be 
produced. Helium can interact with vacancies produced during irradiation and nucleate He-
vacancy clusters that can affect the mechanical properties of the material. Therefore, in order 
to develop a predictive model of damage evolution in Fe it is necessary to understand the 
interaction between intrinsic defects (vacancies and self-interstitials), C and He. We have 
used kinetic Monte Carlo (kMC) together with a rate theory (RT) model to study He 
desorption from irradiated Fe during isothermal annealing. The results have been compared to 
experimental measurements. From these calculations conclusions are drawn about the effect 
of impurities on defect diffusion. Density functional theory calculations were performed to 
investigate the migration mechanisms and activation energies of He as well as C in Fe. The 
binding energies of small He-vacancy clusters and how they are affected by the presence of 
carbon were also studied. This information is now being included in the kMC and RT models.  
 
 
1. Introduction 
 
Understanding the effect of He in metals is crucial for the development of materials resistant 
to irradiation under fusion and fission conditions. Although the basic He migration 
mechanisms are well known since many years [1], due to the complexity of the problem there 
are still many unknowns regarding He migration in the presence of defects [2]. Based on ab 
initio calculations [3], which provide accurate values for the binding energies of He-vacancy 
clusters, we have developed a kinetic model to follow the evolution of defects produced 
during irradiation of Fe in the presence of He. This model allows us to compare directly with 
experimental observations, providing information about the different migration mechanisms, 
as well as the initial stages of nucleation of He-vacancy clusters, pre-cursors of bubbles and 
voids.  
 
 
The migration of self-interstitial clusters in metals is one of the controversial points in 
modeling damage accumulation. In Fe in particular it is known from ab initio calculations [4] 
that small interstitial clusters are mobile, while the mobility of larger clusters has been studied 
with empirical potentials by several authors [5, 6]. This information has then been used to 
study damage evolution using rate theory or kinetic Monte Carlo models. However, Domain 
et al. [7] have shown that in order to reproduce neutron irradiation experiments using kMC it 
is necessary to introduce the presence of traps for these mobile self-interstitial clusters.  
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In this paper we present rate theory calculations of He desorption from implanted Fe under 
isothermal annealing. The assumptions of the model will be discussed. In particular, the effect 
of self-interstitial cluster mobility on these calculations will be studied using an object kinetic 
Monte Carlo model (OKMC). We discuss the results in terms of the possible effects of traps 
such as Carbon and conclude describing the current calculations that include He-C-Fe 
interactions obtained from ab initio simulations.  
 
 
2. Thermal desorption of He from Fe: rate theory calculations 
 
A rate theory model has been developed that includes the interaction between vacancies, self-
interstitials and He. Therefore it includes the formation of He-vacancy complexes. In this 
model only single vacancies and single self-interstitials as well as He at interstitial positions 
(Hei) are mobile, while all other defects are immobile. He at substitutional places (Hes) can 
move into an interstitial position, and therefore migrate, through either the dissociative 
mechanism o by interaction with a self-interstitial atom. Migration energies for I and Hei as 
well as formation energies of In, Vn and HenVp clusters (where n and p are the number of 
defects in the cluster)  are taken from ab initio [3, 4]. For the case of single V, effective 
formation and migration energies of 1.6 and 1.1 eV were used, respectively.   
 
 
Using the model described above we have simulated the desorption experiments carried out 
by Vassen et al. [8]. Briefly, in these experiments the authors investigated thermal desorption 
of helium from homogeneously implanted iron during isothermal annealing for various 
temperatures, foil thicknesses and initial He concentrations. To determine the initial 
concentration of point defects generated by the irradiation process, we performed TRIM 
simulations which indicate that on average 200 I-V pairs are generated per implanted He. 
Considering the defects present after irradiation, i.e., Hei, I and V, we first simulated the 
evolution of the system at room temperature (300 K) until steady state is reached. These 
simulations show that after steady state is reached at room temperature, most of the Hei, atoms 
have recombined with vacancies and are at substitutional sites. As expected, simulations 
confirm that most vacancies persist as isolated defects at room temperature, due to their 
relatively high migration energy. Finally, our model predicts that at room temperature, most 
self-interstitial atoms that are created during implantation diffuse and agglomerate into small 
In clusters. This result is expected since I are mobile at low temperature and clusters can not 
dissociate at 300 K. In summary, at 300 K, the main defects are Hes , V and In.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Released He 
fraction from implanted Fe during isothermal annealing. Results of experiments by 
Vassen [8] (points) together with RT calculations (lines). 
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After the 300 K calculation, He desorption during isothermal anneal was simulated for the 
experimental conditions described in ref.[8]. In Fig. 1 we present the simulated released 
fraction of implanted He for isothermal annealing at temperatures of 559, 577 and 667 K. The 
experimental data obtained by Vassen [8] are also reported for comparison. As we can see, 
our model is in good agreement with the experimental observations and describes all the 
different phases of He desorption. Three different regimes can be observed, an initial plateau 
(not observed for the highest temperature), followed by a rapid He release and a slower 
desorption rate at later times.  
 
As explained above after the room temperature anneal, all He is located at substitutional sites. 
The migration of He must be either through the dissociative mechanism, where a He at a 
substitutional site moves into an interstitial site leaving a vacancy behind, or through the 
replacement mechanism, where a He at a substitutional site is replaced by a self-interstitial 
produced by the irradiation and the He again ends up at an interstitial position. In order to 
check the influence of this last mechanism we have performed calculations where it is 
suppressed. We simulated the He desorption at 559 and 667 K, without including self-
interstitials. As initial conditions we considered that only Hei and V are present, as assumed in 
ref. [8]. As shown in Fig. 2, with this assumption we observe large differences, pointing to the 
significant contribution of the replacement mechanism to He migration in Fe under these 
conditions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2: Released 
He fraction from implanted Fe. Influence of the replacement mechanism. Solid lines 
include this mechanism while dashed lines do not. Points are the experimental data 
by Vassen [8] for comparison. 

 
 
3. Effect of self-interstitial cluster migration: Object kinetic Monte Carlo calculations 
 
Several are the assumptions included in the RT model above. In particular, all self-interstitial 
and vacancy clusters are considered immobile, while, as explained in the introduction, both ab 
initio and calculations with empirical potentials have shown the mobility of these clusters. We 
have used OKMC calculations to check the effect of this mobility on the fraction of He 
released during isothermal annealing. Fig. 3 shows the fraction of He released as a function of 
time obtained for a 2.6μm thickness sample annealed at 667K for an initial He concentration 
of 0.109 at. ppm. The  curves shown are the result of three different assumptions for self-
interstitial cluster migration: (a) only single self-interstitial is mobile, (b) single self-
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interstitial (I), self-interstitial cluster of size two  (I2) and of size three (I3) are mobile and (c) 
self-interstitial clusters of all sizes are mobile. For this last case the mobilities used are the ab 
initio values of [5] for sizes 1, 2 and 3, and the values obtained by Soneda [6] for clusters 
larger than 3. It is clear from this figure that the mobility of self-interstitial clusters plays a 
very significant role on He desorption. Helium is released at very short times when all self-
interstitial clusters are considered immobile. Including mobile self-interstitial clusters delays 
the release of He by orders of magnitude.  

  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Released He fraction from OkMC. Influence of In migration.  
 
 
4. Conclusions and current work 
 
The simulations presented here show that the fraction of He released from implanted Fe at 
different temperatures can be modeled using a rate theory approach. However, several 
assumptions must be included. On one hand, the mobility of self-interstitial clusters affect the 
fraction of released He and results are in better agreement with experiments when these 
clusters are considered immobile. This is in agreement with other kMC calculations, where 
also large self-interstitial clusters are considered immobile or trapped to impurities [4,7]. On 
the other hand the values for vacancy migration energy and vacancy formation energy have 
been modified with respect to the ab initio values. The higher migration energy for vacancies 
can be explained by the presence of C which traps vacancies. We are currently studying the 
effect of Carbon on the stability of He-V clusters using data from ab initio calculations of He-
V-C complexes.  
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The 3-dimensional atom probe (3DAP) is a powerful tool for investigating the 
early stages of diffusional phase transformations.  Kinetic Monte Carlo (KMC) 
simulations are increasingly being used to study diffusional phase transforma-
tions of alloys, by modelling realistic atomic-scale diffusion processes over ap-
propriate timescales.  By combining 3DAP analysis with KMC simulations, it is 
possible to compare directly atomic-scale observations with atomistic model-
ling. The model allows time and temperature regimes to be explored that are 
inaccessible to experiment, and also has the potential for helping in the design 
of new materials and heat treatments.

The present work is a combined 3DAP and KMC study of copper embrittlement 
in reactor pressure vessels (RPV) steels during thermal ageing. A number of 
commercial alloy compositions, representative of RPV weld and plate material, 
have been thermally aged for up to 5 years at temperatures in the range 608K 
to 678K.  Alloy microstructures have been characterised on the nanometre scale 
with 3DAP, and the results compared with KMC simulations of the precipitation 
process.  For these complex alloys, it has been necessary to simplify the intera-
tomic potentials used, and the model is based on nearest neighbour pairwise 
interactions.  Nonetheless, the KMC simulation accurately reproduces the de-
velopment of precipitate size and density, and the temperature dependence of 
segregation to the precipitate-matrix interface.  Based on the potentials in the 
model, it is possible to predict the elements that are likely to segregate to the 
precipitate/matrix interface and so enhance the nucleation rate.  The model also 
provides new insights into pre-precipitation clustering of Mn and Ni, and the 
cluster assisted nucleation of the Cu precipitates.  It seems likely that synergistic 
effects such as these are of widespread importance in precipitation processes 
in multicomponent systems, but until recently there has been very little experi-
mental or theoretical basis for understanding such phenomena.
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Crack nucleation from dislocation-grain boundary inter-
action in tungsten
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Without preexisting flaws, crack nucleation is the starting point of mechanical 
failure in brittle metals. Twin intersections and dislocation-grain boundary in-
teraction are believed to be the decisive processes. Using the Finnis-Sinclair in-
teratomic potential for tungsten we have studied crack nucleations at selected 
grain boundaries and from the interaction of dislocations with grain bounda-
ries. When a dislocation is absorbed by a grain boundary, stress concentration 
develops at the absorbing site and crack nucleation is significantly facilitated 
under an applied stress. To establish an atomistically motivated criterion, crack 
nucleation is investigated under both uniaxial and biaxial loading conditions.
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ABSTRACT 
 

We report the results of a molecular dynamics study of the interaction between edge 
dislocations and a ∑9{221}〈110〉 tilt grain boundary in body centred cubic (bcc) tungsten 
using the Finnis-Sinclair interatomic potential. Our simulations have revealed that the 
outcome of the dislocation/grain boundary interaction depends sensitively on the precise 
position of dislocation impact into the grain boundary. As the dislocation approaches the grain 
boundary, its stress field interacts with the local stress field of the grain boundary which can 
lead to a rearrangement of atoms within the grain boundary and result in dislocation 
absorption. At other locations in the boundary such rearrangements do not occur and the 
dislocation is transmitted. A detailed analysis of grain boundary structure and local stresses 
during dislocation absorption and transmission is presented. 
 
 
1. Introduction 
 
Grain boundaries play an important role in controlling mechanical strength of polycrystalline 
metals since they can act as dislocation barriers, as sinks or as sources of dislocations[1-2]. 
Dislocation/grain boundary interaction is usually regarded as a combination of elastic 
interactions due to image forces from elastic anisotropy between the participating grains and 
atomistic effects. The latter are mainly due to changes in the Burgers vector of the dislocation 
as it attempts to pass through the grain boundary but may also be generically atomistic in 
origin[2]. 
 
 
2. Simulation Setup 
 
An a/2〈111〉 edge dislocation is introduced into one grain of a tungsten bicrystal containing a 
∑9{221}〈110〉 tilt grain boundary. The orientation of the left grain is x1 [2-21], y1 [-114], z [-
1-10], the orientation of the right grain is x2 [2-2-1], y2 [1-14], z [-1-10].  Periodic boundary 
conditions of minimal length are applied in the z-direction. Simple shear is applied to the 
bicrystal by rigidly displacing the upper- and lowermost layers of the simulation cell in x-
direction. The shear strain is applied in steps of 0.05%. The structure is relaxed at every step 
using a recently developed relaxation scheme[3]. The Finnis-Sinclair potential for tungsten[4] is 
applied to describe the atomic interactions. Local atomic stress is calculated following the 
description in [5]. 
 
 
3. Results and Discussion 
 
The structure of the grain boundary and the hydrostatic stress field are shown in Fig. 1. A 
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region of high stresses is clearly visible in the immediate vicinity of the grain boundary 
extending only a few atomic layers to either side. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Hydrostatic stress field of the grain boundary. Bright shading indicates 
compression, black indicates tension. Atoms are shown as circles or crosses for different 
height in viewing direction. Also indicated are 5 different (-112) glide planes ending within 
one structural unit repeat distance.  
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An edge dislocation approaching the grain boundary on glide plane 1 arrives at allocation in 
the boundary where the stress field of the boundary has the same sign as the stress field of the 
dislocation itself. Consequently, the dislocation is repelled by the boundary and stopped about 
6 Å before reaching the boundary as in Fig. 2(a1). The transmission is a stick-slip process 
(Fig. 3) and accompanied by migration of the lower part of the grain boundary (Fig. 2(a2)).  
 
 
 
 
 
 
 
 
 
 
 

Figure 2. An edge dislocation: (a1) stoppage before reaching the grain boundary and (a2) 
transmission through the boundary; (b) absorption into the boundary approaching on glide 
plane 2. Hydrostatic stresses are indicated by the shading as in Fig. 1. 
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Figure 3. Location of the dislocation d with respect to the grain boundary plane as a 
function of the applied simple shear strain γxy. 

 
In contrast, a dislocation approaching the grain boundary on any other plane leads to local 
rearrangements in the boundary plane. It appears as if the compressive part of the dislocation 
core neutralizes some of the local tensile stresses in the grain boundary and vice versa. This 
eventually leads to significant rearrangements in the boundary plane and to the immediate 
absorption of the dislocation (Fig. 2 (b)). The dislocation was not able to leave the boundary 
again in the range of applied stresses investigated here. A superimposed tensile stress normal 
to the grain boundary can lead to crack nucleation. 
 
Dislocation transmission through a grain boundary appears in general to be somewhat more 
complicated than previously assumed. Even in the seemingly ideal case studied here, where 
glide planes meet on a common line in the plane of the boundary and where the residual 
Burgers vector of the grain boundary dislocation after transmission is small, is the 
transmission of the dislocation a rare event. Dislocation absorption and spreading of the 
dislocation core along the boundary – introducing some climb dissociation in the plane of the 
boundary – appears to be more frequent. Consequently, purely kinematic, stress based 
transmission criteria appear to be applicable only to very special cases like coherent twin 
boundaries[6]. In a more general setting, the transmission should probably rather be viewed as 
a thermally activated re-nucleation event as proposed in [7]. Whether it is sufficient to just 
focus on the residual Burgers vector as a measure of the activation energy (as in [7]) is, 
however, again questionable. Grain boundary migration in conjunction with the transmission 
appears to be a frequently observed phenomenon (see [6,8]). 
 
 
4. Conclusion 
 
Dislocation/grain boundary interaction in tungsten studied by atomistic simulations shows 
that the dislocation may be absorbed, stopped in front of the boundary or transmitted, 
depending on the interaction of the stress field of the dislocation core and the local stress field 
of the grain boundary. Furthermore, grain boundary migration is found to accompany the 
transmission process.  
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ABSTRACT 
 
 

The interaction between vacancies and edge dislocations is studied in face centered cubic 
metals (Al, Au, Cu, Ni) at different length scales. Using empirical potentials and static 
relaxation, atomic simulations gives us a precise description of this interaction when the 
separation distance between both defects is small, whereas elasticity theory can be used for 
larger distances. In addition, the interaction of a vacancy with an edge dislocation that 
contains a jog or a super-jog is discussed.  
 
 
1. Introduction 
 
Understanding the interaction between dislocations and vacancies is a key point in material 
science. In metal plasticity, this interaction controls dislocation climb and thus the plastic 
strain of a metal at high temperature when the glide of dislocations is blocked by obstacles 
like precipitates or the dislocation forest. This interaction also plays an important role in 
phase transformations. Indeed, as dislocations act as sinks and sources for vacancies, they 
control the way vacancies adjust their concentration in non-isothermal kinetics and thus the 
diffusion. Moreover, the vacancy super-saturation along dislocations leads to an enhancement 
of diffusion in their vicinity: dislocations behave thus as short-circuits, a phenomenon known 
as pipe diffusion. 
 
 
2. Perfect edge dislocation 
 

2.1 Atomic calculations 
 
We first perform atomistic static relaxations to study the interaction between a vacancy and a 
perfect dislocation [1]. The simulation cell is fully periodic and contains two edge 
dislocations with opposite Burgers vectors. Its dimensions typically corresponds to the 
stacking of 160 [110], 120 [112] and 60 [111] planes. These calculations are done using EAM 
potentials corresponding to different fcc metals (Al, Au, Cu and Ni) [2-5]. The vacancy-
dislocation interaction energy is calculated with a conjugate gradient algorithm for all 
possible positions of the vacancy in the simulation box. As expected, compressive regions 
attract the vacancy whereas tensile zones are repulsive, these two regions being separated by 
the dislocation glide plane. For potentials presenting a low stacking fault energy (Au, Cu and 
Ni), an attractive and a repulsive basin can be associated with each one of the partial 
dislocations as they are well dissociated. 
For all potentials, the most attractive position is located in the core of the partial dislocations, 
on the edge of the supplementary half-plane above the glide plane in the compressive region 
(Fig. 1). Looking at the variation of the interaction energy in the plane just above the glide 
plane in the compressive region, one can see that the binding in the stacking fault is smaller 
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than the one in the core of the partial dislocations. Therefore, vacancies cannot easily migrate 
from one partial dislocation to the other as they have to cross the stacking fault. In such a 
case, one expects that diffusion is faster along the partial dislocations than in-between. Above 
the glide plane, in the tensile zone, most of the vacancy positions are repulsive and only a few 
ones are slightly attractive. 
 

(a) Al (b) Au 
Figure 1. Vacancy-dislocation interaction energy inter

V DE −  as a function of distance from 
the center of one of the two partial dislocations. Scans are performed in the [110] 
direction for different (111) planes lying above (in the compressive) or below the glide 
plane (in the tensile zone). 

 
 

2.2 Elasticity theory 
 

 
Figure 2. Variation with the separation distance of the vacancy - dislocation interaction 
energy  in [110] (left) and [inter

V DE − 111] directions (right) in Ni. Symbols correspond to atomic 
simulation and lines to the isotropic elasticity theory (Eqn. 1) assuming dissociated 
dislocations. 
 
As long as the vacancy is far enough from the dislocation, the interaction energy between 
both defects can be predicted using the elasticity theory [1]. Considering the size as well as 
the inhomogeneity interaction, this energy is given by 
 ( )inter 2 2

V D VE P P− = δΩ − α +βσ , (1) 
where P and σ  are the pressure and the Von-Misès equivalent stress created by the 
dislocation at the lattice site where the vacancy lies. α and β are constants depending on the 
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lattice parameter and on the elastic constants. VδΩ  is the vacancy relaxation volume. It is 
calculated directly from the atomic potentials. 
For computing the pressure P and the stress σ  appearing in Eqn. (1), we first use dislocation 
isotropy elasticity theory [6] taking full account of the periodic boundary conditions. When 
the separation distance between the vacancy and the dislocation is greater than a few 
interatomic distances, the elasticity theory manages to predict quantitatively the interaction 
energy (Fig. 2). One does not need to consider anisotropy elasticity as this does not lead to 
any significant change compared to isotropy elasticity. Taking into account the 
inhomogeneity interaction and not only the size effect improves predictions of the elastic 
calculations. The most significant change is that the interaction energy is not anymore 
symmetric with respect to the dislocation glide plane. 
 
 
3. Edge dislocation with a jog 
 

 
Figure 3. Atomic structure (top) of a jogged edge dislocation. The height of  the jog is 5 (111) 
planes and its configuration is obtuse on the left and acute on the right. Only atoms which do 
not have fcc stacking are shown: dark atoms belong to the partial dislocation cores and light 
ones to the staking fault ribbon. The dissociation of the edge dislocation and of its jog in the α 
and β plane according to Hirsch [7] as well as the Thompson tetrahedron are shown in the 
bottom of the figure. 
 
We study then the properties of an edge dislocation having a jog. Atomic simulations based 
on static relaxations give the stable structure of the jogged dislocation (Fig. 3). For all the 
considered heights of the jog (from 1 to 5 (111) planes), the most stable configuration is 
obtained when the jog takes a [112] direction making a ~125° angle with the dislocation line. 
Two different configurations therefore exist, an acute and an obtuse one. For both 
configurations, the jog dissociates in the (111) plane containing the dislocation Burgers vector 
and the jog direction, leading to a jogged dislocation that can glide without creating any point 
defect. These results obtained from atomic simulations correspond to the different 
configurations proposed by Hirsch [7] using line tension considerations. 
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Looking now at the interaction between a vacancy and a dislocation having a mono-layer high 
jog, we find that the most attractive positions of the vacancy correspond to the lattice sites 
forming the extended jogs, i.e. in the core of the stair rod dislocations defined by the acute or 
the obtuse jog. For these lattice sites, the vacancy can be fully absorbed and the jog advances 
from one atomic distance along the dislocation line. Although jogs on edge dislocations are 
dissociated, they are perfect sinks for vacancies. This is confirmed by the fact that this most 
attractive interaction energy equals the opposite of the vacancy formation energy, thus 
showing that a vacancy can be absorbed or emitted by a jog without any energy variation. 
 
 
4. Conclusions 
 
As long as the vacancy lies outside the dislocation core and the stacking fault ribbon, 
elasticity theory manages to predict quantitatively the interaction energy between a vacancy 
and an edge dislocation. When the separation distance is smaller than the dislocation core 
radius, an atomic calculation is needed. Such a calculation shows that jogs on dislocation are 
perfect sinks and sources for vacancies. 
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Under irradiation, ceramics may experience amorphization. One experimental-
ly observes that the irradiation dose needed to reach the amorphous state in-
creases with temperature and then diverges at a so-called critical temperature, 
beyond which full amorphization becomes impossible. The rationalizations that 
exist for this behaviour rely either on the existence of some direct impact crea-
ting amorphous areas within the collision-cascade track, or on the accumulation 
of point defects. However, the thermo-kinetics of amorphization at the atomic 
scale are still unclear.  Indeed to our knowledge, the temperature dependence of 
amorphization in ceramics has not been investigated using atomistic methods. 
We present here a molecular Dynamics (MD) study of lanthanum pyrozirconate 
(La2Zr2O7) amorphization processes, simulated by continuous cation Frenkel Pair 
(FP) accumulation at various temperatures.

As a  preliminary step [1] a rigid-core interatomic potential has been fitted on 
both experimental and ab initio data [2]. Using this potential we were able to 
show that displacement cascades produce point defects only [1] and that ca-
tion Frenkel pairs is the main driving parameter for the amorphization process 
[3], while the oxygen atoms simply rearrange around cations. In the last step 
[4], irradiation damage was simulated by continuous accumulation of cation 
Frenkel pairs at various temperatures. As observed experimentally, La2Zr2O7 first 
transitions to the fluorite structure, independent of the temperature, and amor-
phization eventually occurs at low temperatures. A model fit of the simulated 
dosetemperature curve reproduces experimental results in the literature, with a 
low temperature amorphization dose D0=1.1dpc (displacement per cation) and 
an activation energy Eact=0.036eV. Present simulations show that point defect 
recombinations [5] can control the temperature dependence of amorphization 
driven by point defect accumulation.
[1]       A. Chartier, et al., Phys. Rev. B  67, 174102 (2003).
[2]       A. Chartier, et al., Phys. Rev. B  65, 134116 (2002).
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ABSTRACT

Evidence for the significant part played by magnetism in the picture of interatomic in-
teractions in iron and iron-based alloys has recently emerged from density functional studies
of the structure of radiation induced defects. In this paper we examine the range of validity
of the currently available semi-empirical model interatomic potentials for iron, investigate
the link between the Stoner and the LSDA+U models, and review atomistic simulations
performed using the magnetic interatomic potential.

Introduction

Density functional calculations performed recently by the EdF, the Princeton, the CEA
Saclay and by the UKAEA Culham groups [1]-[5] have revealed a pattern of systematic
qualitative differences between the structure of vacancy and self-interstitial atom defects in
iron and the non-magnetic bcc metals (see Table 1).

Table 1: Energies of formation and migration of vacancy and self-interstitial defects in body-
centred cubic metals found using density functional theory in Refs. [3, 4, 5].

enhalpy (eV) V Nb Ta Cr Mo W Fe

Hv 2.51 2.99 3.14 2.64 2.96 3.56 2.07
Hv

m 0.62 0.91 1.48 0.91 1.28 1.78 0.67
H〈111〉 DB 3.367 5.253 5.832 5.685 7.417 9.548 4.45
H〈111〉 CR 3.371 5.254 5.836 5.660 7.419 9.551 4.45
H〈110〉 3.652 5.597 6.382 5.674 7.581 9.844 3.75

Htetrahedral 3.835 5.758 6.771 6.189 8.401 11.05 4.26
H〈100〉 3.918 5.949 7.003 6.643 9.004 11.49 4.75

Hoctahedral 3.964 6.060 7.095 6.723 9.067 11.68 4.94

Multiscale modeling of irradiation and aging of materials

713



For example, while a highly mobile 〈111〉 (the 〈111〉 dumbbell or the 〈111〉 crowdion)
self-interstitial atom configuration has the lowest formation energy in all the non-magnetic
body-centred cubic metals, in iron it is the significantly less mobile 〈110〉 dumbbell that
forms the ground state of the defect. This, as well as a significant amount of experimental
information showing systematic differences between properties of magnetic iron and those
of non-magnetic bcc transition metals, stimulated the development of a “magnetic” semi-
empirical potential for molecular dynamics simulations [6, 7].

It is well known that electrons are responsible for the formation of chemical bonds, and
hence it is natural to include electron correlation effects in the treatment of interatomic inter-
actions, even at an empirical level of approximation. However, in practical large-scale molec-
ular dynamics simulations performed so far electrons have almost invariably been treated as
independent and non-interacting particles.

Electron correlations and the Stoner model

There are several conceptual points that need to be addressed in a computational scheme
(‘a semi-empirical potential’) for fast evaluation of forces acting between atoms in a transition
metal or in a transition metal alloy. Assuming that the problem of interatomic interactions
is mapped onto a tight-binding Hamiltonian (see e.g. Ref. [8])

Ĥ =
∑

i

⎡

⎣

U

2

∑

m,m′,σ

n̂im,σn̂im′,−σ +
U − J

2

∑

m,m′,σ

n̂im,σn̂im′,σ(1 − δmm′)

⎤

⎦

+
∑

i,j, i�=j

∑

m,m′,σ

tim,jm′ ĉ†imσ ĉjm′σ +
∑

i,m,σ

εiĉ
†
imσ ĉimσ (1)

where the term in square brackets describes interaction between electrons occupying the
same site i, and the t-term is the kinetic energy of hopping between sites i and j, we see that
a semi-empirical potential must be able to approximate three distinct effects contributing to
the picture of interatomic interactions in a material.

The first is the formation of chemical bonds. Chemical bonds result from quantum hop-
ping of electrons between lattice sites [9, 10], which is described by the kinetic energy t-term
in equation (1). A hopping (or a hybridization) matrix element tim,jm′ is the amplitude of
a transition between an orbital m centered on site i, and an orbital m′ centered on site j.
In the absence of interaction between electrons, the tim,jm′ terms in the Hamiltonian (1)
result in the formation of bands of electronic states. In a real-space treatment the effects
of inter-site hopping are approximated by means of a scalar (in the case of s-states) or a
matrix (in the case of p, d, or f-states) recursion expansion truncated at a relatively low
level of approximation. It is essential that in a real-space treatment of inter-site hopping the
pathways extending over large distances in the crystal lattice are not retained. Calculating
high-order terms corresponding to long trajectories of hopping that involve many lattice
sites rapidly becomes computationally too expensive (e.g. even the simplest second-moment
matrix recursion treatment of interaction between an atom and its environment involving
subsets of d-states requires calculating 15 separate angular-dependent matrix elements [11]).
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Hence an excessively accurate treatment of hopping eliminates the very advantage that a
semi-empirical molecular dynamics simulation has over its density-functional based coun-
terpart, namely its high computational speed derived from the simplicity of the method.
In practical terms reaching the highest affordable accuracy of the recursion treatment of
hopping involves retaining the fourth or the sixth moment of the density of states [10].

The second effect that an effective potential should be able to describe is the effective
‘repulsion’ between atoms at short distances. In molecular dynamics the short-range repul-
sion, as well as all the other terms that are not sufficiently accurately represented by the
approximate treatment of the t-term, is described by a pairwise, in some cases by a complex
many-body (for example if bond screening is included) term. The bonding and the repulsive
parts of the potential are fitted simultaneously to a set of calculated and experimentally mea-
sured parameters characterizing a material in the hope that the mathematical consistency
of the model would ensure that the range of validity of the resulting expression is broader
than the range spanned by the data used in the fitting algorithm [12].

The third effect that until recently has not been investigated in connection with the semi-
empirical treatment of interatomic interactions is the part played by the electron-electron
interactions and magnetism. For example, the fact that electron-electron on-site repulsion
suppresses hybridization and weakens chemical bonding between atoms in a material was
noted in connection with the treatment of interatomic cohesion in uranium dioxide [13] and
then investigated within the framework of the LSDA+U method [8]. On-site interaction
between electrons is described by the many-body term of the Hamiltonian (1). In this term
the parameter U represents the effective energy of interaction between two electrons with
antiparallel spins occupying the same lattice site, and J is the matrix element of intra-atomic
exchange between the electrons. The on-site part of the Hamiltonian has the form

Ĥi = U
∑

m,m′
n̂im↑n̂im′↓ +

(U − J)

2

∑

m,m′, m�=m′
[n̂im↑n̂im′↑ + n̂im↓n̂im′↓]. (2)

Since this Hamiltonian refers to an isolated atom, it is instructive to start by investigating
its eigenstates and eigenvalues. This leads to a somewhat unexpected conclusion that in
the complex mathematical structure of this operator Hamiltonian only one small term is
actually responsible for the occurrence of magnetic ordering.

An isolated atom of iron contains seven d-electrons, which can occupy the 10 available
d-states. Let us assume that we have a configuration where five electrons have spin up and
the two remaining electrons have spin down. In this case the energy of an atom is

E = U · 5 · 2 +
(U − J)

2
(5 · 4 + 2 · 1) = 21U − 11J,

and the magnetic moment is (7−2)μB = 3μB. We now compare this energy with the energy
of a configuration where four electrons have spin up and three electrons have spin down.
The energy of this configuration is

E = U · 4 · 3 +
(U − J)

2
(4 · 3 + 3 · 2) = 21U − 9J,
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and the total magnetic moment is now 1μb. The energy of the high magnetic moment
configuration is lower by the amount of 2J . In numerical terms, assuming that U = 10 eV
and J = 1 eV, we find that the energy of the high-moment configuration is 199 eV while
the energy of the low-moment configuration is 201 eV. The small 1% difference between the
two energies is entirely due to the exchange interaction between electrons, and the much
stronger direct Coulomb repulsion described by the U term plays no part in determining
the magnetic state of an atom. The fact that the configuration with the highest magnetic
moment has the lowest energy is a manifestation of the Hund rule.

Generalizing this treatment to the case of an arbitrary non-integer number of electrons
occupying the atom, we write

E = UN↑N↓ +
(U − J)

2
[N↑(N↑ − 1) + N↓(N↓ − 1)].

To simplify this equation we introduce two new variables, the total number N of electrons
per atom N = N↑ +N↓, and the magnetic moment M of an atom M = N↑−N↓. The energy
of an atom now is

E = U
(

N + M

2

)(

N − M

2

)

+
U − J

2

[

1

4
(N + M)2 +

1

4
(N − M)2 − N

]

=

(

U

4
+

U − J

4

)

N2 − U − J

2
N − J

4
M2 ≈ U

2
N(N − 1) − J

4
M2. (3)

The main point illustrated by this equation is that the only term of the energy of interaction
between electrons that explicitly depends on the magnetic moment M of an atom is

Emagnetic(M) = −J

4
M2. (4)

The magnitude of parameter J for a 3d transition metal atom is practically independent of
the environment of the atom and is of the order of 1 eV [8]. Comparing this equation with
the phenomenological Stoner model [10], where the energy of exchange interaction between
electrons has the form,

EStoner(M) = −I

4
M2, (5)

and where I is the Stoner parameter, we see that the exchange parameter J of the Hamilto-
nian (2) is identical to the parameter I of the Stoner model.

The energy of an atom (3) also contains a term UN(N − 1)/2 describing direct on-site
Coulomb repulsion between electrons. It is the interplay between this term and the hopping
t-term that suppresses chemical bonding in Mott insulators [13, 8]. In a metal the presence
of self-screening [14] strongly reduces the strength of on-site Coulomb repulsion described by
the parameter U of the Hamiltonian (1). Furthermore, the fact that in a metal the bandwidth
W ∼ √

Z|t|, where Z is the effective number of neighbours of an atom in a lattice, is greater
than U , makes effects of on-site Coulomb repulsion considerably less significant than in the
case of a Mott insulator.
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Given that the seemingly strong effects of on-site Coulomb repulsion appear insignificant
in the case of a metal, why do we need to include the rather small Stoner magnetic term
in a semi-empirical treatment of interatomic interactions in iron and iron-based alloys? The
simplest answer to this question is that we actually have evidence that the Stoner magnetic
term influences interaction between atoms in a magnetic alloy and that the functional form of
the contribution to the cohesive energy that this term makes is different from the functional
form of the contribution describing conventional chemical bonding.

The semi-empirical magnetic potential.

Consider the one-particle terms of the Hamiltonian (1)

Ĥone−particle =
∑

i,j, i�=j

∑

m,m′,σ

tim,jm′ ĉ†imσ ĉjm′σ +
∑

i,m,σ

εiĉ
†
imσ ĉimσ. (6)

These matrix elements describe hopping between sites i and j, as well as the one-particle
on-site energies of the electrons, and do not depend on the spin index. The operator (6) can
be written in the form of a square matrix

Him,jm′ = εiδim,jm′ + tim,jm′ .

The eigenvalues Eα of this matrix Him,jm′ are found by a unitary transformation Uim,α

Eαδαα′ =
∑

im,jm′
U †

α,im[εiδim,jm′ + tim,jm′ ]Ujm′,α′ .

Using these eigenvalues we define the projected on-site density of states Di(E)

Di(E) =
∑

α,m

|Uim,α|2δ(E − Eα). (7)

In a perfect crystal where all the sites are equivalent, the projected density of states is
independent of site index i. Taking the on-site energy εi ≡ ε as the origin of the energy axis,
we write the total energy of the electrons as

Etot = 2

εF
∫

−∞
ED(E)dE.

By adding the Stoner term to this equation and noting that it may change the relative
occupation numbers of the spin up and spin down states, we write the total energy of an
atom as

Etot =
∫ εF↑

−∞
ED(E)dE +

∫ εF↓

−∞
ED(E) − IM2/4. (8)

Here
M =

∫ εF↑

−∞
D(E)dE −

∫ εF↓

−∞
D(E)dE
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is the magnetic moment of an atom. The total number of electrons occupying an atom,
which in a metal remains constant due to the local charge neutrality condition, is given by

N =
∫ εF↑

−∞
D(E)dE +

∫ εF↓

−∞
D(E)dE = const. (9)

In a conventional self-consistent electronic structure calculation the total energy (8) is
minimized using the one-particle Kohn-Sham states. The energies of these states are

ε↑ =
δEtot

D(E)δn↑(E)
= E − I

2

⎛

⎝

εF↑
∫

−∞
D(E)dE −

εF↓
∫

−∞
ED(E)dE

⎞

⎠ = E − I

2
M

ε↓ =
δEtot

D(E)δn↓(E)
= E +

I

2

⎛

⎝

εF↑
∫

−∞
D(E)dE −

εF↓
∫

−∞
ED(E)dE

⎞

⎠ = E +
I

2
M. (10)

These equations give the impression that the presence of magnetism results in shifting the
energy bands up or down by the amount IM/2, depending on the projection of spin of the
electrons. However, the sum of these energies

E′ =

εF↑
∫

−∞
dE

[

E − I

2
M
]

D(E) +

εF↓
∫

−∞
dE

[

E +
I

2
M
]

D(E)

=

εF↑
∫

−∞
ED(E)dE +

εF↓
∫

−∞
ED(E)dE − I

2
M2, (11)

is not equal to the total energy of the system since it overestimates the magnetic term by
a factor of two in comparison with the original expression (8). To compensate for the error
we must add to (11) the so-called double counting correction

+
I

4
M2. (12)

This correction is not small, and the fact that it has to be introduced shows that in the
problem of interacting electrons the meaning of the effective energies of single-particle states
given by equation (10) is quite limited. Furthermore, our analysis shows that in equations
(10) and (11) we cannot assume that the Fermi energies for the shifted spin-up and spin down
states are the same. Fig. 1 shows the variation of the total energy as a function of magnetic
moment E(M) evaluated using equation (8)-(9), and equations (10)-(11). In the latter case
the upper limits of integration are εF↑ = εF + IM/2 and εF↓ = εF − IM/2, implying that
εF is a universal Fermi energy of the shifted spin-up and spin-down one-particle states. A
comparison of the curve obtained using this single particle states with exact calculation
based on equation (8) reveals only an agreement at the maximum and the minimum of the
curve, clearly demonstrating the limited applicability of the single particle picture.

Owing to this fact, in our derivation of the functional form of the magnetic potential [6, 7]
we did not use the concept of single-particle states. In the Born-Oppenheimer approximation
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Figure 1: Solid black line: the magnetic part of the total energy calculated numerically using
equations (8)-(9) in conjunction with an LMTO electronic density of states. Squares: the magnetic
part of the total energy calculated numerically using equations (10)-(11) and the same LMTO-
derived density of states. In both cases we assumed that I = 0.78 eV and N = 6.57. Circles show
the difference εF↑(M) − εF↓(M) − IM plotted as a function of magnetic moment M . This line
crosses the horizontal axis at the point M where the total energy is minimum.

the electronic configuration is always at the minimum of energy corresponding to a given
set of atomic coordinates. Hence the task of a semi-empirical potential is to follow and to
reproduce, as accurately as possible, the value and the derivatives of the total energy at
its minimum as a function of positions of atoms in the system. Instead of introducing the
system of Kohn-Sham states we minimized the energy by differentiating the Fermi energies
of the spin up and spin down states [6, 7]. We found that the condition for the minimum of
energy has the form

IM = I
∫ εF↑

εF↓
D(E)dE = εF↑(N, M) − εF↓(N, M). (13)

This condition is equivalent to the condition [10]

I〈D(E)〉 = 1, (14)

where the angular brackets 〈...〉 denote averaging over an interval of energies between εF↓
and εF↑. Figure 1 shows that equations (13) and (14) are indeed satisfied at the point where
the total energy (8) is minimum.
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Conclusions.

The analysis given above addressed the fundamental aspects of the concept of magnetic
interatomic potential. A detailed description of the derivation of the functional form of the
potential for molecular dynamics simulations of iron is given in Refs. [6, 7]. The potential
tabulated in Refs. [6, 7] was fitted to a range of properties of magnetic bcc iron, as well as
to the energies of vacancy and self-interstitial atom defects. It is just as easy to use and its
numerical implementation is just as fast as that of any other semi-empirical potential. An
additional benefit that a magnetic potential offers to a user is its ability to evaluate, at no
extra cost, the magnitude of the local magnetic moment on every atom in a simulation cell.

So far the potential has been developed and fitted only for the case of pure iron, and
the tests carried out so far show that it performs reasonably well in simulations of defect
structures and dislocations. We are of the opinion that the work done so far has only
scratched the surface of the fundamental problem of large-scale atomistic simulations of
systems where electrons forming chemical bonds between atoms are treated as interacting
particles. Further work is required to address the unusual behaviour exhibited by many
materials, including magnetic alloys, where d- and f-electrons contribute to bonding between
the atoms.
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ABSTRACT 
 
 

A new approach to atomistic kinetic Monte Carlo (AKMC) simulations based on the 
determination of vacancy migration barriers as functions of the local atomic environment has 
been developed, with a view to provide a better description of the kinetic path followed by the 
system through diffusion of solute atoms in the alloy via vacancy mechanism. Tabulated 
values of barriers versus local atomic configurations (LAC) including atoms up to 2nd nearest 
neighbour shell, obtained by molecular dynamics (MD) techniques, have been used to train an 
artificial intelligence (AI) system to recognize the LACs and predict the barriers accordingly. 
Here some details on the method and preliminary results are presented and briefly discussed. 
 
 
1. Introduction 
 
The degradation of reactor pressure vessel ferritic steels in existing nuclear power plants 
(NPPs) as a consequence of neutron irradiation during operation is largely caused by radiation 
enhanced, or induced, Cu precipitation [1]. A correct prediction of the kinetics of the process 
of Cu precipitation is hence important for the safe exploitation of NPPs and atomistic 
simulations can potentially be extremely accurate for this purpose. Atomistic kinetic Monte 
Carlo (AKMC) approaches are especially suitable tools for the description of diffusion and 
precipitation processes involving vacancies [2,3]. The main input are the transition rates for 
the thermally activated mechanisms governing the evolution of the system which,. in this 
specific case, are exchanges of vacancies with neighbouring atoms (vacancy diffusion jumps, 
VDJ), whose activation energies are functions of the local atomic configuration (LAC). These 
energy barriers are generally estimated using heuristic approaches [2,3]. We propose a 
methodology, based on the application of artificial intelligence (AI) techniques, to improve 
the accuracy of the description of the complexity of the dependence of the VDJ activation 
energies on the LAC, extended, so far, to include the influence of atoms up to the 2nd nearest 
neighbour (2nn) shell. This methodology is expected to boost both the computational 
efficiency and the physical reliability of AKMC methods to describe the kinetic path followed 
by the system during Cu precipitation. 
 
 
2. Problem statement 

The frequency of a VDJ in an alloy according to standard transition state theory can be 
expressed as ( )TkE Bjj −=Γ exp0ν , where 0ν  is an attempt frequency that can be considered 
constant (on the order of the Debye frequency), kB is Boltzmann's constant, T the absolute 
temperature and E

B

j the LAC dependent activation energy [2,3]. Given an interatomic potential 
the Ej can be exactly calculated for any LAC, including the effect of atomic relaxation, using 
e.g. a molecular dynamics (MD) code. In this case we used a recent FeCu potential fitted to 
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the experimental phase diagram and to ab initio point-defect/solute-atom interaction energies 
[4]. Fig.1 shows as an example the mapping of MD calculated barriers (black dots) as 
functions of the energy variation after the jump for all LACs obtained changing the type of 
atoms (Fe or Cu) within the 1nn shell only. The linear relationship between the barriers and 
total energy variation before and after VDJ used e.g. in [2] clearly cannot reflect the 
complexity of the real relationship. The broken bonds method used in [3] strives to approach 
the real picture, but has also been seen to be approximated and largely insufficient. 
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  Fig.1  The energy barriers to VDJ versus total energy variation  

before and after jump. 
 
 
3. Artificial Intelligence 
 
An AI system has been developed and applied to reproduce the complexity of the relationship 
between Ej barriers and LACs. It consists of a specialized artificial neural network (ANN) [5], 
of a type extensively used for interpolation tasks (generalized regressed model). In order to 
predict the correct barrier given a LAC, the AI system must first learn how to classify the 
LACs into groups that provide energy barriers in a certain range. For the classification task 
the used architecture was a multilayer perceptron and the applied learning process was back 
propagation. After training on a limited (e.g. 15%) subset of randomly chosen cases, the ANN 
succeeds in correctly classifying a given configuration inside the corresponding energy range. 
Subsequently, additional layers allow the correct vaues to be interpolated within the correct 
range. For more details about the way LACs are defined and the AI see [6]. In Fig.1 the 
mapping of barriers predicted by AI (grey dots) in the 1nn approximation is shown as well. 
Although small differences exist, the prediction of AI conservs the original trend of the MD 
calculated and tabulated barriers and the error bar never exceeded 8% (about 0.05 eV). 
Including the atoms of the 2nn shell increases the input set of LACs enormously [6]. 
However, in this case the training subset can be reduced down to 2% of the total set to be 
predicted, thanks to the fact that the physics of the problem is better defined now and the AI 
system finds more easily the "logic" in it. Fig. 2 shows the comparison of AI-predicted with 
MD-calculated barriers in 2nn approximation after training the AI system on a subset of 2% 
randomly chosen cases. The AI system has been now implemented in the LAKIMOCA code 
AKMC code [2], so as to apply the latter to the simulation of long-term Cu-precipitation 
processes. Preliminary results show a clear improvement in the description of the formation of 
Cu precipitates, compared to using the 1nn approximation. 
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Fig. 2 Comparison of the AI predicted and MD calculated values 
of energy barriers to VDJ in 2nn approximation.  

 
 
4. Summary 
 
The implementation in an AKMC code of an AI system trained to predict the local-atomic-
configuration dependent activation energies based on a subset of barrier values accurately 
calculated using an MD code with a valid interatomic potential boost the physical reliability 
of AKMC methods to describe the kinetic path followed by the system during e.g. Cu 
precipitation. Including the atoms of further shells for the definition of the LAC clearly 
improves the results of the method and is only feasible with the help of AI systems. 
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Evolution in microstructure of nuclear materials is mainly governed by the kine-
tics of defects produced by irradiation. The population of vacancies, self-inter-
stitials, and their clusters can however be followed only indirectly, e.g. by ma-
croscopic electrical resistivity measurements. The information on the mobility, 
recombination, clustering or dissociation of defects provided by such experi-
ments is both extremely rich and difficult to interpret [1]. By combining ab initio 
and mesoscopic kinetic Monte Carlo methods, we have simulated the abrupt re-
sistivity changes  so called recovery stages  observed upon annealing after elec-
tron irradiation in pure iron. New features in the mechanisms responsible for 
these stages have been revealed [2]. Carbon is one of the principal components 
of steels. Here we simulate, using the same multiscale approach, the resistivity 
recovery stages after electron irradiation in carbon doped iron. The results give 
important information on the defect population evolution under irradiation. In 
agreement with experimental evidences [1], C atoms are e ective traps of isola-
ted vacancies and a weaker attraction (Eb= 0.1 eV to 0.2 eV) is found between C 
and self-interstitial atoms. All the experimentally observed stages are success-
fully reproduced and interpreted. New stages related to carbon migration and 
clustering with self-defects are identified. At variance with the results in pure 
iron, the position in temperature of these peaks depends rather on the relative 
concentration of carbon and self-defects than on the irradiation dose. In additi-
on, the resistivity of a carbon-vacancy complex should be diferent from the sum 
of the resistivity of the isolated defects in order to well reproduce the vacancy 
migration stage (Stage III).

1. S. Takaki et al., Radiat. E . 79, 87 (1983)

2. C.C. Fu et al., Nature Mat. 4, 68 (2005)
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Under irradiation conditions at T ≤ 300 °C, the phosphorus segregation at grain 
boundaries in low alloyed ferritic steels has been suggested to occur through 
flux coupling between P and self-interstitial atoms (SIAs).

By combining ab initio SIESTA method, an EAM Fe-P potential [1] and an ana-
lytical diffusion model [2], we investigate the P-SIA interaction and the diffusi-
on of interstitial P and SIAs in dilute Fe-P alloys. Although P is a substitutional 
impurity in 1-iron, when a SIA approaches a substitutional P, the formation of 
an interstitial P occurs with an energy gain of about 1.0 eV. The octahedral and 
the <110> mixed dumbbell are the energetically most favourable configurations 
with similar stabilities. The P atoms are highly mobile in both configurations. 
The transition barriers between these configurations are also comparable to the 
migration energy barriers. The most likely mechanisms leading to long distance 
diffusion of an interstitial P are proposed by ab initio calculations and confirmed 
by the diffusion model. The resulting effective diffusion energy is 0.2 eV, which 
agrees with the result from the resistivity recovery experiments suggesting that 
the mixed Fe-P dumbbells are more mobile than the single SIAs.

The fast migrating interstitial P can be deeply trapped by a substitutional P. The 
resulting complexes are very stable with a binding energy up to 1.05 eV. Their 
mobility are investigated by means of the dimer method using an EAM Fe-P po-
tential. The experimental evidences supporting the existence of such trapping 
configurations are also discussed.

[1]           G. J. Ackland et al., J. Phys. Condens. Mater. 16, S2629 (2004)

[2]           A. Barbu and A. B. Lidiard, Phil. Mag. A 74, 709 (1996)
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ABSTRACT 
 
 

In recent experiments by Yao, Jenkins, and Kirk [1], the appearance of vacancy loops during 
in situ irradiation of Fe has been seen to occur on timescales of about 0.1-0.2 seconds. Using 
the Dudarev-Derlet magnetic interatomic potential [2] and molecular dynamics (MD) 
simulations, we investigated the behaviour of various vacancy-type defects that form under 
the cascade irradiation used in experiments [1]. The atomic configurations and formation 
energies of spherical voids and planar vacancy loops were determined using lattice 
relaxations. In addition to these defects, where formation energies are dominated by the 
presence of open surfaces, we have also studied ‘collapsed’ vacancy loops that contain no free 
surfaces. The three defect types show a relationship between size and formation energy. For 
the void-type defects (open loops and nearly spherical voids) this relation is dominated by the 
increase of surface energy with surface area, while in the collapsed loop case the formation 
energy-defect size curve has a more complex shape as elastic energy plays a significant role. 
 
 
1. Introduction 
 
The results described in this paper represent a part of an investigation, the ultimate aim of 
which is to describe the mechanical processes associated with the phenomenon known as 
softening of dilute bcc alloys (see [3,4]). This requires carrying out MD simulations of 
dislocations in pure bcc metals, such as iron, and then bcc alloys, such as FeCr. As a starting 
point we have used the newly developed Dudarev-Derlet magnetic interatomic potential for 
bcc iron [2] and a combination of molecular statics and finite temperature molecular dynamics  
to study the nature of various vacancy-cluster defects. The stimulus for this investigation 
came from new experimental observations of the evolution of vacancy defects under cascade 
irradiation performed by Zhongwen Yao, Mike Jenkins and Mark Kirk [1].   
 
 
2. Simulations of vacancy loops 
 
The initial investigation focused on the behaviour of simple clusters of vacancies called 
‘vacancy loops’. These defects were created by removing discs of atoms from the perfect bcc 
lattice of iron. Experimentally these so-called ‘open’ vacancy loops (i.e. structures where the 
two circular faces of the disc have a distinct gap between them) are not observed, possibly 
because they do not produce the elastic strain fields visible in diffraction electron microscopy. 
Instead what is seen experimentally is a ring-like defect with a bulk lattice configuration in 
the centre of the loop. Such ‘closed’ vacancy loops are the structures we most wished to 
study, however as we shall see, the difficulties associated with their construction revealed that 
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they do not constitute the minimum energy vacancy structures when modelled using the 
Dudarev-Derlet potential.  
Initially, several ‘open’ vacancy loops of different size were relaxed using molecular statics, 
however ‘closure’ was not observed for any of them. This was due to the short range nature of 
the potential that prevented atoms on the opposing surfaces of the loop from interacting and 
thus collapsing. To overcome this problem it was thought that heating might provide the 
necessary impetus to collapse the loops. Simulations were performed on an a/2〈111〉 loop (i.e. 
one with its circular faces aligned along a (111) plane) created by removing 26 atoms from a 
perfect lattice of 15360 atoms (about 200nm3 in volume), using periodic boundary conditions. 
After equilibrating this configuration in a constant energy MD simulation, a sequence of 
molecular dynamics simulations was performed for temperatures ranging from 200K to over 
2000K. For each final finite temperature configuration, molecular statics was used to relax the 
structure to its zero temperature configuration from which the defect formation energy could 
be calculated. The graph shown in Fig. 1 shows the change in the formation energy of the 
defect as the temperature increases. Up to around 500K the loop remained unchanged.  This 
corresponds to the constant formation energy region of the graph. Beyond this temperature the 
formation energy began to fall, and this was accompanied by a change in the shape of the 
defect. As the temperature increased further there was a definite change in the shape of the 
defect, so that by 1500K it had become a fully spherical void. The formation energy minimum 
in Fig. 1 corresponds to the temperature at which the defect was ‘most’ spherical. Beyond this 
minimum the defect begins to evaporate into single vacancies as the melting temperature of 
the material is approached. 

 
Figure 1:  The change in the formation energy of an open vacancy loop due to heating. 

The main implication of these results is that the spherical void configuration is the more 
energetically stable of the two, and heating overcomes the energy barrier between the two 
defect configurations allowing the system to relax into the low-energy structure. 
 

2.1 An alternative approach for vacancy loops 
 
The above analysis, whilst interesting, did not produce the collapsed vacancy loops that we 
intended to investigate in connection with experimental observations.  An alternative way to 
create ‘closed’ loops, which overcame the difficulties caused by the short range of the 
interatomic potential, has been employed. This method involves making space for, and then 
inserting, extra atoms in the plane of the defect. This is done everywhere except for where the 
loop is to be located. The validity of this method has been checked for a range of loop sizes 
by relaxing the resulting configuration. It was confirmed that the regions where extra atoms 
had been inserted returned to a near perfect lattice configuration, leaving a closed vacancy 
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loop in the middle of the plane. For large loop sizes the relaxed defect structure resembles a 
ring of vacancies with bulk lattice structure in the centre. However, for small radius loops the 
picture is less well defined. Some loops appear to default back to the open-loop structure 
mentioned earlier. 
 
 
3. Formation energies of vacancy defects 
 
To investigate the behaviour discussed in the previous section the formation energies of the 
two different loop-defect structures have been compared. Fig. 2 depicts a graph showing the 
formation energy of a loop against its size (i.e. the number of whole vacancies) for both the 
open and the closed vacancy loops, as well as for spherical voids. For reference note that in 
the case of vacancy loops the x-axis is equivalent to the radius squared, with a 50-atom loop 
having a radius of about 15 Å. For a void it is proportional to the radius cubed and the 
maximum internal radius considered was about 7 Å. 

 
Figure 2: The variance of formation energy with size for the different defect types. 

Fig. 2 shows that the spherical voids are the lowest energy configurations for all sizes, which 
implies that either of the other defect types would relax to these given enough time and 
provided the energy barriers could be overcome. This could offer an explanation for the 
sudden disappearance of closed vacancy loops in diffraction electron microscopy – they may 
transform into the stable spherical configuration, which is largely invisible due to the lack of 
elastic strain fields. For loop defects above 50 atomic spaces in size the closed-loop 
configuration is the most favourable, whilst below this level the reverse is true. This is borne 
out by studies of the relaxed structures of small closed loops, which show that they ‘open-up’ 
and revert to a configuration with well-defined internal surfaces.  
 
This work was jointly funded by the Engineering and Physical Sciences Research Council and 
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ABSTRACT 
 

One of the most important problems in the field of nuclear industry is the relationship 
between irradiation-induced damage and the resulting induced mechanical response of the 
target metal and in particular ferritic base steels. In this work the molecular dynamics is used 
to simulate the nanoscale interaction between a moving dislocation and a defect, such as a 
cavity, as void or He bubble. The stress-strain curves are obtained under imposed strain rate 
condition using the atomic potentials based on the Fe potential of Ackland et al. 1997 for a 
void and He bubble as a function of He content and temperature. It appears that a 2 nm void 
is a stronger obstacle than a He bubble at low He contents, whereas at high He contents, the 
He bubble becomes a stronger obstacle. With increasing temperature the escape stress 
decreases and at the same time there is increasing degeneracy in the type of interaction. 
 
 
1. Introduction 
 
The structural components of the future fusion reactor will be submitted to high irradiation 
doses and heat loads due to the incident 14 MeV neutrons emitted by the fusion reaction. The 
materials for the plasma facing components are thus a key issue in the realization of fusion 
energy systems. Ferritic base steels are being extensively studied since these alloys are 
considered to be first candidate materials for the blanket and first wall of fusion reactors. 
Multiscale modeling appears nowadays as a major tool for the description of plasticity of 
materials. Modeling using molecular dynamics (MD) based on the embedded atom method 
approach allows investigations at the atomic level. It was extensively used to study the 
production and interaction of defects due to displacement cascades. Although various MD 
works have been done about strengthening of irradiation induced fcc and bcc materials by 
dislocation-obstacle interaction, e.g. by Osetsky [1] and Bacon [2] there is still lack of clear 
understanding about its temperature dependence, the effect of size and type of obstacle and 
the screw dislocation mobility, specially in bcc iron. The present work is focused on the MD 
simulation of the edge dislocation-cavity, as a void or a He bubble, interaction in pure α-iron, 
which is the basic material of the main candidate materials for future fusion reactors. 
 
 
2. Simulation procedure 
 
Molecular dynamics simulations mimic elementary atomistic path-dependent processes by 
solving the Newton equation of motion of all particles of a given system with empirical 
interatomic potentials [3]. The atomistic simulation of a dislocation interaction with a defect 
in an Fe crystal under an applied constant strain rate or stress includes mainly two steps. First 
step allows describing the atomic configuration of a dislocation using anisotropic elasticity of 
the continuum to create the sample for the simulation. And second step allows the dislocation 
to move using MD simulation with the embedded atom method. The first step is implemented 
in code ‘Disloc’ and the second one is implemented in the well-known code ‘Moldy’. The 
MD sample consists of a box including an edge dislocation in [112] direction and a defect 
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(void or He bubble) on the dislocation slip plane, (110). The box is built up in several regions 
consisting in (1) the mobile region where atoms follow Newton equation, (2) an upper region 
whose atoms control the deformation of sample and are forming a free surface, (3) the bottom 
regions containing the thermal bath and (4) static atoms to anchor the specimen. In the 
thermal bath temperature is controlled by performing a velocity rescaling on every atom in 
this region every 100 steps according to the difference between the temperature measured in 
this region and the desired temperature. Periodic boundary condition is applied along other 
lateral sides of the box. In order to model deformation mode the shear stress resulting from an 
applied imposed stain rate is calculated at each time step from the internal force of atoms in 
the upper region of sample. The many-body empirical potentials derived by Ackland [4], 
Wilson-Jonson [5] and Beck [6] are used for Fe-Fe, Fe-He, and He-He interactions 
respectively, as suggested by Morishita and Wirth 2003 [7]. Simulations are mainly 
performed on the EPFL mainframe parallel computer MIZAR. Preliminary MD simulations 
conditions used in this work are presented in Tab. 1.  
 
 

Table 1. Properties of MD simulation for edge dislocation and void/He bubble interaction. 
Size of box 14×25×20 nm3 Diameter of void or He bubble 2 nm 

Num. of Fe atoms in the box 566586 Time step 1 fs 
Real strain rate 3×187 s-1 Annealing before straining 5 ps 

Dislocation speed 60 m/s Total simulation time 480 ps 
 
3. Results and discussion 
 
MD simulation of interaction between an edge dislocation and a 2 nm void in bcc iron at 10K 
is shown in Fig. 1. Fig. 1a shows the dislocation glide under imposed strain rate before 
dislocation-defect interaction and Fig. 1b indicates attraction of edge dislocation by void in 
the vicinity of void where the critical attraction distance is reached. The release of dislocation 
from defect is indicated in Fig. 1c where critical release stress and strain is reached. Shearing 
of void by dislocation is clear in this image as it is shown for He bubble in aluminum by 
Wirth [8]. The same phenomena of attraction and shearing have been observed in simulations 
of edge dislocation and He bubble interaction with different He contents. 
 

   
(a) (b) (c) 

Fig. 1. Interaction of an edge dislocation and 2nm void in bcc iron simulated by MD method 
at 10K; a) dislocation glide under imposed strain rate, b) dislocation attraction in the vicinity 
of void, c) dislocation release by shearing of the void. 
 
Results on the stress-strain response are presented in Fig. 2. In order to investigate the effect 
of He accumulation in the cavity on the dislocation-defect interaction, various He contents 
quoted as the ratio of He atoms per vacancy at various temperatures have been investigated. 
Figs. 2a and 2b show the stress-strain response in the presence of a cavity at 10K for different 
He contents and at different temperatures for 1He:1V bubble respectively. In these graphs the 
drop point at the beginning of the plots is due to the attraction phenomenon observed in Fig. 
1b and the maximum point of each plot relates to the dislocation release. Fig. 2a indicates 
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that with increasing of He content, the release stress and strain decrease up to 2 He and then 
start to increase from 3 He upward. Moreover, Fig. 2b shows a slight decrease in release 
stress and strain with temperature for 1He:1V cavity excluding the case at 100K, which 
shows an increase. For peer investigation the release stress and strain deduced from Fig. 2 are 
plotted in Fig. 3. This figure indicates that from void to a content of 1He:1V the release stress 
and strain slightly decrease at low temperatures but there is a small increase at high 
temperatures. A rise in the He content in the cavity causes a first large drop at 2He:1V and 
then second large drop at 4He:1V in the release stress and strain. This later drop becomes 
more pronounced at high temperatures. According to these results the 5He:1V cavity presents 
the largest obstacle strength to the impinging edge dislocation. These graphs show 
exceptions, to the above mentioned trends, especially at high temperatures and high He 
contents. It may relate to the intrinsic stochastic nature of the simulated phenomena. Indeed, 
the large amplitude of vibration of atoms at higher temperatures and the large distortion of 
the surrounding lattice at high He content result in largely varying results, depending on 
slight variations of the input, such as a varying anneal time. 
 

  
(a) (b) 

Fig. 2. The stress-strain curve of edge dislocation interaction with 2nm cavity at, a) different 
He content for 10K, and b) different temperatures for 1He:1V cavity. 
 
It appears that a 2 nm void is a stronger obstacle than a 2 nm He bubble at low He contents, 
whereas at the highest He content, especially at 5 He atoms per vacancy, the He bubble can 
become a stronger obstacle relative to void. On the basis of our studies, three criteria control 
dislocation-cavity interaction in the bcc iron. They are based on various microscopic 
mechanisms. One of them is a climb process, occurring when the dislocation escapes from 
the cavity after having sheared it, that was observed by Bacon and Osetsky [2] and presented 
as the main reason for passing of an edge dislocation by the void. Another mechanism is 
coherency of the He atoms with the bcc iron matrix lattice as shown by Morishita et al. [7], 
when the He content is low the configuration of He inside the cavity is bcc but at high He 
content the atomic arrangement has a close-packed configuration. The last mechanism 
implies that the passage of the dislocation through the cavity is governed by the internal 
pressure, which increases with increasing He content. Therefore on the basis of these 
mechanisms the behavior of dislocation-cavity can be rationalized as follows. For the case of 
void the main event to pass the defect is climb process where it becomes easier at high 
temperature and so decreases the release stress and strain with temperature. Furthermore 
mobility enhancement of screw part of dislocation at high temperatures could be another 
reason to ease the dislocation release. Adding 1He instead of 1vacancy acts as a bcc lattice 
inside the cavity and helps He bubble to be sheared by edge dislocation. In this situation 
temperature effects is less significant in comparison with 0He (void) due to decrease in the 
climb event probability. With further increase in He content the surrounding iron lattice starts 
to be distorted and prohibit dislocation movement but in the quantity of 2 and 4 He the 
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coherent interface between He and iron seems to be main reason for release stress and strain 
drops. At 5 He the internal pressure initiates dislocation loop punching. Dislocation segments 
are emitted around the He bubble, which are strong obstacles to the mobile dislocation. 
 

  
(a) (b) 

Fig. 3. Resultant (a) release stress and (b) release strain of edge dislocation from 2nm cavity 
with different He contents and at different Temperatures. 
 
 
4. Conclusion 
 
In this work the interaction of an edge dislocation in Fe and cavity that may contain He was 
investigated using MD simulation. It appears that with increasing temperature the release 
stress and strain decrease. Furthermore it is proved that with increasing He content the cavity 
can either become softer or stronger as an obstacle. At the highest He content of 5 He atoms 
per vacancy loop punching occurs, which strongly increases the cavity resistance to the 
passage of the dislocation. But in general it could be state that low content He bubble is softer 
defect whereas high content He bubble is much stronger than empty 2nm cavity. 
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ABSTRACT 
 
 

First-principles calculations have been performed to simulate the grain boundary 
decohesion (embrittlement) in ferromagnetic bcc iron (Fe) Σ3(111) symmetrical tilt grain 
boundary by adding various impurity or solute atoms (B, C, N, O, Si, P, S, Mn, Ni, Cu) to the 
boundary. We have successfully derived the segregation energy of the solute atom, tensile 
strength, and cohesive energy of the grain boundary, which are consistent with many 
empirical facts.  
 
 
1. Introduction 

It is well known that a small amount of impurity (solute) elements brings about a drastic 
change in the mechanical properties of metals. For example, sulfur segregates to grain 
boundaries (GBs) of metals and makes metals brittle. On the other hand, carbon segregation 
enhances the cohesion of the GBs. However, the microscopic mechanism of this 
cohesion/decohesion of the GBs is not well understood.  

Recently, we have modeled the grain boundary decohesion by progressively adding sulfur 
atoms to a nickel Σ5(012) grain boundary [1-3]. Our first-principles calculations have 
revealed that the aggregation of sulfur atoms to the grain boundary results in a drastic 
reduction of tensile strength by one order of magnitude.  

In this paper, we briefly show the calculated results for the effects of various impurity or 
solute elements (B, C, N, O, Si, P, S, Mn, Ni, Cu)  on the strength of the ferromagnetic bcc 
iron (Fe) Σ3(111) symmetrical tilt grain boundary. 
 
 
2. Calculations 

The electronic structure calculations and crystal structure relaxations by force 
minimizations are performed using the Vienna Ab initio Simulation Package (VASP) with 
Projector Augmented Wave (PAW) potentials [4-7]. The cutoff energy for the plane wave 
basis set is about 280 eV. The Monkhorst Pack k-point mesh is 3x3x1. The Methfessel-Paxton 
smearing method with 0.1eV width is used. All calculations are done in the ferromagnetic 
state.  

Figure 1 shows a unit cell modeling for bcc FeΣ3(111) ]011[  symmetrical tilt grain 
boundary (STGB). The grain boundary (GB) plane lies horizontally at the center of the cell. 
The grain boundary plane is the crystallographic (111) plane and the tilt axis is ]011[ direction. 
The vacuum region is introduced in this cell to allow grain boundary sliding. This cell 
contains 76 Fe atoms. The Fe atom sites and vacancy site are labeled by numbers.  
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With this unit cell, we calculate the segregation energy. The 
segregation energy is an energy gain when segregant atoms 
move from the inner bulk region to the grain boundary region.  
We calculate the total energy difference between the above 
two states. Tensile strength and cohesive energy of the grain 
boundary are calculated by tensile test calculations. The 
details of the calculations will be described elsewhere [8].  
 
 
3. Results and Discussion 
    Figure 2 shows the calculated segregation energy averaged 
over segregant atoms, tensile strength, and cohesive energy of 
the grain boundary with and without impurity (solute) 
segregation. We show the results for the two segregation 
concentration of 7.2 and 14.4 atom/nm2, where 4 and 8 
segregant atoms are segregated at the the GB in the unit cell 
as shown in Fig.1, respectively. Since the number of 
equivalent sites is four in the unit cell for each site, more than 
four segregant atoms cannot occupy one kind of site. The 0th-
4th segregant atoms occupy site 0, site 1, or interstitial 
octahedral site (site 1o) depending on element without 
neighboring each other. The 5th-8th segregant atoms occupy 
site 2 or interstitial octahedral site (site 2o) close to site 2. 
Since the distance between site 0 (1, 1o) and site 2 (2o) is 
very close, segregant atoms neighbor each other.  

 
Comparing the cohesive energy (2γ) and tensile strength 

(σmax) results for each segregation case with those of clean 
FeΣ3 GB case in Fig. 1, we can interpret that each segregant 
atom is a cohesion enhancer or an embrittler. The important 
point of this study is that we derive the segregation energy 
simultaneously; a large segregation energy generally means 
that there is a  possibility of realization for such a segregation. 
Roughly speaking, the average segregation energy above    
1.0 eV/atom is very large. In this case, even several ten 
atomic parts per million (at.ppm) of the solute atoms can 

sufficiently segregate to the grain boundary under the ageing temperature of 800-1000 K 
according to the well-known McLean’s model for solute segregation. 

Figure 1. Unit cell model 
for bcc Fe Σ3 (111) ]011[   
symmetrical tilt grain 
boundary. Solid lines 
indicate the unit cell shape. 
This unit cell includes 
vacuum (vac) region. 
Numbers indicate atom 
sites. The site 0 indicates 
the grain boundary 
vacancy site. The other 
sites (spheres) indicate Fe 
atom sites. Site 0 and 1 are 
placed on the grain 
boundary (GB) plane. Four 
equivalent sites exist for 
each (number) site in this 
cell.  

 
Boron (B) and carbon (C) are well known to be cohesion enhancer of grain boundary. 

From Fig.2, we can see that B and C increase the cohesive energy of the GB (2γ) by keeping 
large segregation energy. High concentration (8N, 14.4atom/nm2) of nitrogen(N) segregation 
reduces the 2γ by half. However, the segregation energy in this case is almost zero; this case 
is hard to realize.  
 

The 2γ for sulfur (S) segregation case rapidly decreases with increasing sulfur 
concentration by keeping large segregation energy; this indicates that S is a strong embrittler. 
The 2γ for phosphorus (P) case slightly decreases up to 4 atom/unit cell (7.2atom/nm2) by 
keeping large segregation energy, and then rapidly decreases  up to 8atom/unit cell 
(14.4atom/nm2) with rapidly decreasing segregation energy. This indicates that P works as an 
embrittler over 7.2 atom/nm2, but this embrittling effect ceases with increasing segregation 
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concentration. This is consistent with the experimental fact that P is a weak embrittler in 
contrast with S.  
 

Copper (Cu) is known to precipitate to the grain boundary of iron by neutron irradiation. 
From Fig.1, we can see that the segregation energy of Cu increases with increasing 
segregation concentration up to 12 atom/unitcell (21.6 atom/nm2).  This indicates that Cu 
tends to precipitate to grain boundaries.  
 

For other elements, there are some interesting findings. In particular, the embrittling effect 
of oxygen (O) is as large as sulfur (S). The details of discussion will be done elsewhere. 
 

 
 
Figure 2. Calculated average segregation energy (Eseg

av, right), cohesive energy (2γ, left), and 
tensile strength (σmax, shown numerically). The symbol (001) indicates the cleavage plane of 
bcc Fe, (111)  the plane parallel to GB Σ3(111) plane, ‘GB’ the clean GB case (no 
segregation). ‘4B(8B)’ indicates that 4(8) boron atoms are introduced in the GB region of the 
unit cell (Fig. 1) (4(8) atom/unit cell = 7.2(14.4) atom/nm2). 
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ABSTRACT 
 
 

Atomic-scale simulation of the mechanical behaviour of solids is expected to provide insights 
into the mechanical behaviour of real materials such as steels. In the present contribution, 
precipitates in a thermally aged steel are characterized making use of Small Angle Neutron 
Scattering (SANS) and Atom Probe Field Ion Microscopy (APFIM). Information about their 
distribution in radii and distances and chemical composition results from Monte Carlo (MC) 
simulations of energy minimization. Molecular Dynamics (MD) simulations yield the critical 
resolved shear stress of selected configurations of precipitates. It is possible to merge this 
knowledge into a consistent understanding of the macroscopic experimental increase in yield 
strength due to thermal ageing of a Cu-alloyed steel.  
 
 
1. Scope of the Study 
 
The present study describes the linking of various structural information to a satisfying 
numerical understanding of precipitation strengthening. The involved methods are as fol- 
lows: macroscale mechanical data (experimental), SANS (experimental), MC-simulations of 
energy minimization (theoretical), APFIM (experimental), and MD (theoretical).  
. 
 

1.1 Problem Definition and Macroscale Mechanical Data 
 
The object of the present study is a steel with the denomination 15 NiCuMoNb 5 (WB36). 
After 10 years at 340°C, typical for power plant applications, the material’s mechanical pro-
perties bear increases of yield strength by ~100 MPa and of  Vickers hardness HV10 by  ~35 
[1]. The steel contains Cu, Ni and Mn with 0.63, 1.29 and 0.94 wt.-%, resp., together with 
smaller amounts of other elements. Precipitate formation of Cu, Ni and Mn is the reason for 
the change in mechanical properties, because they are obstacles to dislocation movement. 
 
 

1.2 Small Angle Neutron Scattering (SANS) 
 
Sizes and number densities of precipitates in the present steel samples were obtained previ- 
ously by SANS [2]. After manufacturing, a fraction of Cu, Ni and Mn has already precipi- 
tated. After 10 years at 340°C, the number of precipitates has multiplied by ~10, with a mean 
radius of 1.29nm, a mean distance of ~18.0 nm and a number density of  1.6 ∗1017cm-3 [2].  
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1.3 Monte-Carlo-(MC-) Simulations of energy minimization and precipitate growth 
 
The nucleation and growth of precipitates in Fe can be simulated with a MC algorithm [3]. 
The algorithm of [3] was upgraded to include also Ni and Mn atoms. It turned out that Mn 
and, mainly, Ni atoms form a diffuse “shell” around a Cu-rich core of  the precipitates. 
 

 
Start with random 
arrangement of atoms 

T = 330°C, t = 40 
months 

T = 330°C, t = 360 
years 

cube length: 36.8 nm; 4194304 lattice sites. Fe atoms transparent 

Section through a big 
precipitate. Cu = grey, 
Ni = light grey, Mn = 
dark grey; Fe = transp.

 
Fig. 1: Left three plots: several stages of simulated precipitate growth. Right: Enlarged 
section through one big precipitate, showing the Ni enrichment in its outer part.  
 
The scatter of precipitate radii and mutual distances is a further result from the simulations:  

  
Fig. 2a (left): Distribution of precipitate radii for a distinct mean radius. Histogram bars = 
result from MC-simulations. Continuous line = continuum theory by Lifshitz-Slyozov-Wag- 
ner; see [3]. Fig. 2b (right): Distribution of precipitate distances for several mean radii.  
 
 

1.4 Atom Probe Field Ion Microscopy, Tomographic Atom Probe (APFIM/TAP) 
 
Atomwise detection of precipitates is possible by APFIM / TAP; for details: e.g. [4]. Again, a 
dense Cu core, a Ni/Mn “cloud” around it and a slight Si enrichment is detected. Equivalent 
results were obtained by other researchers for similar precipitates using APFIM.   

    
Fig. 3: Example of visualization of APFIM / TAP data obtained from one precipitate. Edge 
lengths of the cubes: 8nm. Fe atoms not shown. From left to right: Cu. Ni, Mn, Si. 
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1.5 Molecular Dynamics, MD 
 
MD simulations are the essential method to study from atomic principles the interaction 
between dislocations and precipitates during plastic deformation. The increase Δτc of the criti- 
cal resolved shear stress τc can be derived from them. Any MD simulation requires know- 
ledge of the atomic structure of the solid under consideration, i.e. sizes, distances and chemi- 
cal compositions. In the present study, these structural data are taken from the mentioned 
experiments and from the MC simulations. Fig. 4a shows series of Δτc for selected radii of 
pure Cu precipitates, aligned with defined distances L. For details and influences of further 
parameters (e.g. temperature, shape, admixture of Ni) see [5].  
 

 
 

 
Fig. 4a: Dependence of Δτc on 
radius and distance of precipitates, 
aligned in linear order  

Fig. 4b: Δτc versus different kinds of disorders in size 
and arrangement of precipitates      

 
 

1.6 Molecular dynamics (MD) and structural disorder 
 
Contrary to the simplified case of Fig. 4a, the precipitates are neither of same size nor equi- 
distant. A full MD treatment of a whole model like in Fig. 1 would exceed current computer 
resources. Instead, typical cases of scatter in radii, distances and arrangement of precipitates, 
see Fig. 4b, had to undergo a MD simulation. The amounts of disorder were derived from 
results like in Fig.2, joined with the SANS results. The decrease of the “strengthening power” 
of the precipitates was thus estimated from several extreme disordered arrangements.  
 
 

1.7 Synopsis: Linking all information 
 
In order to link the atomic scale data to the macroscopic experimental data, all effects shall be 
joined. The increase in critical resolved shear stress at –273°C for Cu precipitates with an 
average radius of 1.29 nm and the average distance of 18.0 nm amounts to Δτc = 300 MPa. 
This value shrinks for several reasons: Temperature of experiment with T = +90°C instead of T 
= -273°C reduces Δτc by ~33%; A nickel shell of 20% of total radius reduces by another 20%, 
the scatter of precipitate positions in direction of dislocation movement by 50%, and the 
scatter of precipitate radii and distances by 20%, respectively. All reduction factors multiplied 
with each other cause a reduction of Δτc by ~89%, leaving 33 MPa. To multiply this critical 
shear stress with the Schmid factor of 3 results in the critical tensile stress of 105 MPa, which 
agrees very well with the experimental value of 100 MPa.  
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2. Summary 
 
The present study merges various experimental results (SANS, APFIM/TAP, tensile tests) 
and two atomistic simulation techniques (MD for dislocation movement and MC for precipi- 
tate growth) into a consistent numerical understanding of precipitate strengthening. The study 
has shown that it is possible to understand the change of a material’s property from principles 
on the atomic scale. The study also extends previous knowledge about precipitate-hardened 
steel and emphasizes (i) the importance of precipitates with a size smaller than one can count 
by TEM, (ii) the chemical inhomogeneity and the geometrical scatter of the precipitate and 
(iii) withdrawal of the strengthening formula by Russell and Brown. The impact of structural 
disorder currently can be taken into account only by a consideration of “worst cases”. A more 
precise approach would be to include also mesoscale dislocation movement calculations [6]. 
The change of the flow curve and the yield stress also changes the crack growth resistance of 
such a steel. As was shown in [7], knowledge of the change in flow curve data can be used to 
alter the input the data for finite element simulations of crack growth including damage 
models. Therefore, knowledge of the yield behaviour allows also to model more complex 
material properties such as the crack growth behaviour depending on the J-integral. 
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ABSTRACT 
 

 
Before modelling the interaction of precipitates with other defects, one has to understand how 
they nucleate and grow. A simple situation (AlZr alloys) was considered to compare the 
prediction of a classical method (Cluster Dynamics) with a reference solution provided by 
Kinetic Monte Carlo simulations. This work aims at extending the domain of validity of CD 
towards high temperatures and high solute concentrations. The key data is the free energy of 
clusters, which has been accurately computed for the L12 structure in a wide range of 
temperature. Then it has been shown that at high temperature it is necessary to account for the 
entropy of the cluster gas. Another important effect, mostly at low temperature, is the passive 
coagulation, although its influence is finite in time.  

 
 

1. Introduction 
 

Like irradiation defects, precipitates can significantly influence mechanical properties (in 
particular) through their interaction with other defects (dislocations, grain boundaries, micro-
cracks...). But contrary to irradiation, precipitation is a widely used process entering in the design 
of alloys. Indeed, the nature, the size and the distribution of precipitates can be used to control 
the grain size, through recrystallization and grain growth processes [1], as well as plastic 
deformation [2] at various stages.  
In all these fields, numerical simulations have proved to be a privileged way to enhance our 
understanding of the involved mechanical, physical or chemical mechanisms. Compared with 
experimental tools which have experienced comparable improvements, the great advantage of 
numerical simulations is their ability to study model materials in which only the desired effect is 
present. The main task of multiscale modelling is to optimize the ratio between accuracy and 
computing time as required by industrial standards, for instance by expressing relevant 
information provided by simulations at microscopic scale in a convenient form for practical use.  
As long as only chemical effects are involved, at the microscopic scale, Kinetic Monte Carlo 
(KMC) simulations on rigid lattice are the right choice (for a recent review, see [3]). On the other 
hand, the simplest method likely to provide a detailed picture of precipitation is Cluster 
Dynamics (CD) [4]. In the first case, atoms exchange with a vacancy according jump 
probabilities based on a carefully built interatomic potential, while in the second case, clusters 
capture or release solute atoms according two coefficients depending on the diffusion coefficient 
of solute atoms and the free energy of clusters. Thus, in practice, the question is: what can be 
learnt from KMC simulations which can be used to improve CD? CD is known to provide 
convenient results for very dilute alloys [4], at least from low to moderate temperatures. The aim 
of this work is to extend these limits toward high solute concentrations and high temperature, by 
comparing CD predictions with KMC simulations. For that purpose a simple situation, AlZr 
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alloys, was chosen. KMC simulations were performed by E. Clouet [5] using a potential 
truncated at the second neighbours (a <110>) which is convenient to model precipitates of L12 
structure in a FCC matrix. The diffusion coefficient of solute atoms was carefully measured and 
it was shown that only monomers can diffuse [5] which is the ideal situation for a comparison 
with CD. In classical CD, the evolution of a given class of cluster size n is given by the 
following master equation: 
 

( ) nnnnnnnn CCCC βαβα +−+= −−++ 1111
&  (1) 

 
nα  and nβ  are respectively the so-called evaporation and condensation factors which have to 

satisfy the detailed balance 1111
~~

−−++ = nnnn CC βα  where nC~  is the equilibrium concentration of the 

class n. given by [ ] ( TkFCC Bn

n

n /exp )~~
1 Δ−= ; ΔFn is the difference of free energy between a n-

mer and n 1-mers, T the temperature and  the Boltzmann constant. Precipitation being 
controlled by the long range diffusion it is assumed that any solute atom arriving on a cluster is 
immediately incorporated. Thus, all the information about the thermodynamical properties of 
clusters of size n is passed through the 

Bk

nα  coefficient. So finally, the only parameter one needs 
to calculate is the free energy of clusters.  
 
 
2. Monte Carlo calculation of free energy 
 
Instead of computing directly the free energy, an alternative approach was developed [6] to 
define consistently capture and release factors for a given size of cluster. These coefficients can 
provide interesting insights about the morphology of clusters; with other quantities like the real 
surface of clusters they can be computed very accurately by a Monte Carlo technique in a 
generic way for a given structure as a function of the reduced temperature T/Tw where Tw has 
been defined by Tw=(Wab/2kB) and WB ab is the usual interaction energy parameter which for the 
L12 structure concerns the second neighbours ( ( )bbaaabab EEEW +−= 2  Eij being the interaction 
energy between atoms of nature i and j). With these notations, the capture and release factors can 
be computed using the following form, respectively: 
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shell
bondsN  and  are the numbers of links between a candidate site (for emission or absorption) 

and the shell (the free solute layer surrounding a cluster) and the cluster, respectively; ν is a 
frequency related to the diffusion coefficient. It can be shown that the ratio of these two 
coefficients gives access to the free energy: 
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Results obtained with this technique (Fig. 1) show that the classical capillary approximation is 
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convenient for clusters larger than 30, approximately, but an enhanced form is necessary to 
obtain accurate fits for smaller clusters (i.e. the free surface energy depends on cluster size). The 
L12 structure having a low number of coordination, at low temperature, the curve exhibits sharp 
changes due to the high weight of compact configurations. Comparisons with simpler method of 
calculation [5] present a good convergence at low temperature but an increasing divergence 
above 500°C due to increasing entropy which requires a rigorous computing method. 
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Figure 1: [F(n)-F(n-1)] normalized by Wab versus the cluster size (n) for different (Tw/T). 
 
 
3. Comparing KMC and CD results 
 
To compare with experimental results the most convenient quantities are clearly the average size 
of clusters and the number of clusters. But concerning the comparison of KMC and CD, due to 
its L shape, the curve of the average cluster size is a poor reference. Instead, the precipitated 
fraction, i.e. the product of the two above quantities is more convenient. For sake of simplicity, 
these quantities have been calculated for clusters larger than the initial critical size n*. These 
average quantities are convenient to detect a divergence between KMC and CD results but 
cannot explain the origin of these differences. For that purpose one needs to compare the 
evolution of the cluster distribution, i.e. the state of the system as given by the two techniques, 
disregarding the physical time itself. Apparently this comparison is easy as both techniques 
provide easy access to this quantity. However there is a difficulty related to the finite size of the 
simulation box in KMC. Indeed, this implies a finite limit for the smallest possible concentration 
of a cluster size. For instance, for a system of 106 sites, a class represented by only one cluster 
has a concentration of 10-6. This also means that many classes are empty. So finally the direct 
comparison of cluster concentrations is not self-sufficient. In addition, it is also recommended to 

compare the cumulated solute concentration defined by ; it is equals to the 

concentration of monomers for n=1 and to the total solute concentration for n=n

∑
=

=
n

k
kn kCC

1

ˆ

max.. This curve 
is fairly invariant with the size of the KMC simulation box and empty classes are no more a 
problem. This quantity is certainly the best signature of KMC simulations. A particular 
component of this quantity is C1 the concentration of monomers. Most results can be plotted 
versus C1 instead of time to postpone the examination of the coupling with long range diffusion. 
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4. Matrix frustration and passive coagulation 
 
In the classical theory of nucleation and CD, the equilibrium concentrations of clusters are 
calculated assuming that each cluster occupies only one atomic site, which is fully justified for 
very dilute systems. Accounting for the real volume of each cluster leads to an additional 
contribution to the total free energy of the system. Whatever the temperature, the main 
contribution arises from the arrangement of atoms within clusters, but at high temperature, the 
arrangement of clusters in the system is a contribution which has to be considered [8]. It leads to 
a modification of the ratio (4) through the modification of the equilibrium concentrations: 
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with ( )1,,, knknk nVVV −=Δ  the difference of volume forbidden to cluster k by a cluster n and n 
monomers; these quantities being calculated by the same method than the free energy.  
At medium temperature the frustration of the matrix can be neglected, however an increasing 
deviation appears between both methods at the end of the nucleation stage and then decreases 
slowly during coarsening. This behaviour is the signature of a moderate coagulation process due 
to interaction of close growing clusters, without cluster diffusion, contrary to massive 
coagulation observed in aerosols, for instance. Passive coagulation is a purely statistical process 
whose probability is proportional to cluster concentration. It behaves like a perturbation of the 
master equation of CD. The clusters obtained in KMC have been analysed with Eqns. (2-3). A 
systematic deviation appear around n*, i.e. the structure of clusters is as expected for subcritical 
clusters but not for supercritical ones. From these measurements it is possible to deduct an 
effective free energy function to be used instead of the one computed previously for n>n*.  
These corrections succeed to significantly extend the domain of validity of CD.  
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ABSTRACT 
 
 

Iron-chromium alloys are characterised by a complex phase diagram, the small negative heat 
of formation at low Cr concentrations in bcc α-structure of Fe and by the inversion of short-
range order parameter. Here, we present Monte Carlo simulations of Fe-Cr alloy based on 
cluster expansion approximation for the enthalpy of the system. The set of cluster expansion 
coefficients is validated versus the DFT results on small clusters in bcc structure. The 
enthalpy of mixing is negative at small Cr concentrations up to high temperatures. Also, at 
small concentrations chromium atoms are well separated from each other. Clustering of Cr 
atoms begins at concentrations of about 10% at 800 K and 20% at 1400 K. Short-range order 
parameters were calculated and it was confirmed that negative values of the first and second 
parameters at low Cr concentrations change sign at about 10.5% Cr, in agreement with 
experiment. We demonstrate that complex ordering reactions in Fe-Cr and its properties may 
be described by a few concentration-independent expansion coefficients. 
 
 
1. Introduction 
 
The research and development of improved materials for future fusion power plant is widely 
recognized as the key element in the development of new energy sources [1]. One of the most 
serious challenges for the current work on prospective fusion reactors is the development of 
materials able to perform reliably for long time under specific conditions, which include high 
irradiation levels (total dose of 50 to 200 dpa) and high temperature (up to 1000°C). Two 
specific alloy systems that are currently investigated are the low-activation ferritic/martensitic 
steels typically containing 8 to 9% Cr and the so-called nanocomposite ferritic alloys with 
13±2% Cr. Thus, thermodynamic and mechanical properties of iron-chromium alloys, 
especially with relatively low (up to 16-20%) Cr content, are of particular importance. The 
operational temperature of prospective fusion power plant corresponds to the low-temperature 
part of the phase diagram where the magnetic bcc α-phase is stable. This important region, 
which includes large miscibility gap separating Fe-rich α-phase and Cr-rich α'-phase, is the 
subject of this paper. It is much more difficult to access experimentally than the high-
temperature region, because lowering temperatures results in the much longer times necessary 
to reach equilibrium, greatly exceeding the time available for the experiment. In these 
circumstances, modelling studies are of particular importance, since they allow us to avoid 
difficulties associated with conducting experimental investigations. This paper reports first 
results of Monte Carlo (MC) modelling of the properties of the α-phase, starting with cluster 
expansion Hamiltonian. The full version of the current study will be published elsewhere [2]. 
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2. Methods 
 
The cluster expansion (CE) method is used to describe the enthalpy of a crystal where the 
position of each atom can be assigned to a lattice site [3]. For binary systems, the occupation 
variable σ = +1(-1), when a lattice site is occupied by the atomic species A(B), respectively, is 
introduced. The energy of the crystal is then calculated as a sum over all the clusters of the 
system. For the current study, an initial pool of 24 compact clusters on the bcc lattice was 
considered and reduced to only 12 CE coefficients. 
In simulations of non-stoichiometric solid solutions using ‘standard’ MC, high potential 
barriers prevent sampling the whole of the configurational space since almost always only one 
arrangement of atoms, the initial configuration, is sampled. Exchange MC simulations, 
introduced recently [4], solve this problem for systems with configurational disorder by 
allowing explicit change of atomic configurations. In any step, an exchange between two 
randomly selected (different) atoms, resulting in a new configuration, is attempted. The 
decision whether to accept or reject the exchange is made according to the standard 
Metropolis scheme. Exchange MC allows us to calculate enthalpy of mixing, short-range 
order parameters and shape and size of precipitates of one phase in another (e.g. Cr clusters in 
α-phase). Most of the simulations reported in this paper were performed using a simulation 
box consisting of 40×40×40 bcc unit cells (128000 atoms). MC runs consisted of 108 
exchange attempts in both equilibration and accumulation stages (3125 exchange attempts per 
atom). 
 
 
3. Results 
 
In Fig. 1, the lowest heats of formation, obtained by simulated annealing of small supercells 
as a function of concentration, are shown. We validated our results by comparing them with 
our own DFT data [5-6]. The DFT calculations consistently give negative heat of formation at 
low Cr concentrations, which changes sign at higher Cr concentrations, so that everywhere 
above ~10-12% Cr the mixing energy is positive. Despite consisting only of 12 CE 
coefficients, the cluster expansion gives good agreement with DFT, showing negative heat of 
formation only for Cr content <12%. 
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Figure 1. Heats of formation (ΔH=Halloy-xFeHFe-xCrHCr) obtained by simulated annealing 

vs Cr concentration. 
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The presence of the minimum of the heat of formation results in the formation of a solid 
solution of Cr in Fe (α-phase) at small Cr concentrations for all temperatures. As the Cr 
concentration increases, the system separates into two phases.  
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Figure 2. Enthalpy of mixing of the FeCr solid solution vs Cr concentration. 

 
The transition from pure α-phase to phase separation is seen as a change of behaviour of the 
enthalpy of mixing as a function of Cr content. In Fig. 2, where the enthalpy of mixing is 
shown for a number of temperatures and Cr concentrations up to 20%, this change of 
behaviour is seen at about 10% Cr for T=800 K. At even lower temperature T=200 K, the 
enthalpy of mixing remains negative for the entire range of concentrations. 
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Figure 3. Calculated SRO parameter at T=750 K and the experimental data [8].  

 
The first prediction of negative short-range order (SRO) parameters in FeCr at small Cr 
concentration with inversion of sign at the first nearest neighbour position to positive at about 
25% Cr was made in 1983 [7], and later this effect was confirmed experimentally [8]. The 
actual concentration where the inversion takes place is approximately 10% Cr. We present 
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results of our calculations of the SRO parameters at temperature T=750 K, close to the 
temperature of the original experiment (705 K), in Fig. 3. The dashed line shows the lowest 
possible theoretical value of the order parameter. For small concentrations of Cr, we found 
behaviour similar to the experimental: negative value of parameters, which is very close to 
theoretical minimum at 5% C, changes sign at 10.5% Cr. The discrepancy is larger at 15% Cr, 
where our results are substantially higher than the experimental values, indicating that the 
degree of clustering of Cr atoms at that concentration and T=750 K in our model is much 
larger than in the experiment. The reasons for that might be both the limitations of the used 
set of CE coefficients, and metastable structure of the experimental specimen. 
 
Finally, we studied shapes of Cr clusters. At T=0 K and 10% Cr, the lowest-energy 
configuration consists of one large Cr cluster, with Cr-Fe interfaces parallel to the [110] 
planes. The same cluster shape remains at temperature T=200 K, but now the system consists 
of a number of smaller clusters. At T=800 K and 10% Cr, the clustering has not yet started, 
but after increasing Cr concentration by 1% only, large cluster already is created with many 
smaller clusters continuing to exist alongside the big cluster. 
 
 
4. Conclusions 
 
We performed a Monte Carlo study of properties of FeCr solid solution, based on the CE 
approximation, with special emphasis on low Cr concentration range (up to 20%).  Our results 
proved usefulness and suitability of the combined cluster expansion and Monte Carlo 
approach to the study of iron-chromium alloys. The CE coefficients set, consisting of 12 
clusters, was validated via comparison of energies with available experimental data and 
results of DFT calculations, and used in the large-scale MC simulations. The results obtained 
gave deeper insight into the clustering and short-range order in FeCr, and can be used in 
future studies of the phase diagram and non-equilibrium behaviour of this important system. 
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ABSTRACT 
 
 

We used rate equations to model experimental resistivity recovery results for concentrated Fe-
Cr alloys to obtain information about the concentration and strength of Cr configurational 
traps for self-interstitial atoms, that are expected to exist based on atomic level modelling. 
 
 
1. Introduction 
 
Fe-Cr binary alloys are model materials for low activation ferritic/martensitic steels 
considered for structural components in future nuclear power systems. The presence of Cr is 
known to determine, among other properties, good swelling resistance [1], which is one of the 
critical parameters for component design under irradiation. A number of reasons for this 
effect have been proposed [2], among them the existence of a point defect-solute attractive 
interaction, leading to enhanced recombination. Recent ab initio studies show indeed that 
single self-interstitial atoms (SIAs) can be strongly bound to Cr atoms; in particular, 
configurations involving two Cr atoms can provide a binding energy as high as 0.24 eV [3]. 
This Cr-SIA interaction has been claimed to exist also based on resistivity recovery 
experiments in diluted alloys, showing that SIAs in Fe-Cr diffuse with a slightly lower 
migration energy than in pure Fe (shift of stage I peak to lower temperature), but are trapped 
and then released at higher temperature (stage II) [4]. These traps have been proposed to be 
configurations including at least two Cr atoms [4,5]. In concentrated Fe-Cr alloys (4÷16%Cr) 
the effect of these traps becomes overwhelming and a progressive suppression of stage I with 
increasing Cr concentration has been found in [5,6] (see Fig. 1a). 
Using interatomic potentials capable of reproducing this type of SIA-Cr interaction, it has 
been demonstrated that the mobility of small SIA loops that migrate in one-dimension is 
significantly reduced by the presence of Cr in Fe matrix and this has also been proposed to be 
a possible reason for swelling suppression in Fe-Cr versus Fe [7]. Similar studies are being 
now extended to small, three-dimensionally migrating defects such as single SIAs and show, 
consistently with experimental evidence, that the single SIA migration energy decreases with 
the addition of Cr.  Nonetheless, in this case the timeframe of molecular dynamics simulations 
is not sufficient to provide complete information about all the possible trapping configurations 
encountered by a freely migrating defect. So, in order to obtain data for microstrucure 
evolution models parametrisation and benchmarking, other means must be found to obtain at 
least an indication about how the concentration of traps and their strength depend on Cr 
concentration.  In this work we used rate equations to reproduce the experimental resistivity 
recovery curves from [6].  By parameterising the model based on assumptions coming from 
both experimental evidence and atomic-level modelling indications, it was possible to extract 
information on concentration and strength of SIA traps as a function of Cr content. 
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Figure 1. (a) Results of resisitivity recovery in Fe-5Cr, Fe-10Cr and Fe-15Cr alloys from 

[6]. Stage I is attributed to correlated recombination and long-range migration of SIAs; stage 
II is believed to be the release of SIAs from traps and stage III is due to free migration of 
vacancies. (b) Differential concentration of defects in Fe-Cr alloys as calculated in this work. 
 
 
2. Model 
 
The basic assumption of the model is that in Fe-Cr alloys configurational traps for SIA exist 
and their concentration (Ctr) and trapping energy (Etr) depend on the Cr content. The 
concentration of traps for each alloy was chosen to provide good agreement with 
experimental data on the fractional recovery at stage II. The trapping energy was chosen to 
obtain good agreement with the experimental results on the position of the peak 
corresponding to stage II. The SIA migration energy has been varied to provide the correct 
position of stage I. The vacancy migration energy has been taken to be 0.55 eV as in pure Fe 
and largely independent of Cr concentration, based on ab initio indications [3]. Since single 
SIAs are the focus of the present work, the parameterization of the migration and interaction 
of SIA and vacancy clusters has been taken from [8]. The initial dose, annealing temperature 
and timesteps were the same as in the experiment [6]. However, we assumed that about 80% 
of the produced defects annihilated below stage I via close pair and correlated recombination, 
thus we took a Frenkel pair concentration of 80 appm at the beginning of stage I. Tab. 1 
summarises the adjusted parameters. 
 
 
3. Results 
 
The derivative of the defect concentrations in Fe-Cr alloys versus temperature calculated 
using the parameters given in Tab. 1 are shown in Fig. 1b. The migration energy of the SIA in 
the Fe-Cr alloys must be lower than in Fe to obtain the correct position of stage I. Good 
agreement for the fractional recovery at stage I is obtained for Fe-10Cr and Fe-15Cr; less for 
Fe-5Cr, maybe due to an unaccounted for contribution from correlated recombination, which 
is strongly suppressed and does not contribute in the other two alloys. The position of the 
stage III peaks is reproduced in accordance with experimental data; their width, however, is 
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not fully correct, as the "shoulder" at temperatures above 250 K is absent. This may be an 
effect of short-range order changes, which is unaccounted for in the present model. Another 
reason for the absence of the "shoulder" could be an incorrect parameterization of SIA cluster 
mobility, which in the absence of better information were assumed to be immobile above size 
4 (following [8]). However, the detrapping of single SIAs as an explanation for stage II seems 
at least realistic. Although a priori the introduction of different traps for the single SIA could 
be considered, the experimental peaks at 150 K, 175 K and about 225 K can be explained by 
the presence of three kinds of traps, with different characteristic trapping energies depending 
on Cr content (Tab. 1). Note that a tiny concentration of these traps is enough to reproduce 
fairly well the results for Fe-5Cr, while it grows by 3 and 4 orders of magnitude, respectively, 
going to Fe-10Cr and Fe-15Cr. At the same time, the concentration of traps in these alloys is 
much lower than the approximate concentration of Cr-Cr pairs which were proposed to be 
possible traps for SIAs [5]. At the same time, the trapping energy in Fe-5Cr seems to be in 
reasonable agreement with the ab initio prediction for two-Cr configurations (0.24 eV) [3]. 
Traps in Fe-10Cr and Fe-15Cr may therefore consist of more than two Cr atoms. It should 
also be noted that in all cases the trapping energies were of the same order of magnitude as 
the migration energy of the SIA, or higher (e.g. in Fe-15Cr). 
 
 

Table 1. Parameterization of SIA and vacancy migration properties in Fe-Cr. 
 Fe-5Cr Fe-10Cr Fe-15Cr 

Emig (SIA), eV 0.27 0.27 0.25 
Emig(vacancy), eV 0.55 0.55 0.55 

Ctr, appm 10-2 5 20 
Etr, eV 0.23 0.28 0.30 

 
 
4. Summary and conclusions 
 
The defect recovery stages in Fe-Cr alloys containing 5, 10 and 15%Cr have been modelled 
using rate equations, under three main assumptions: (i) traps for single SIA exist and their 
concentration depends on Cr content, (ii) the migration energy of the single SIA (when not 
trapped) depends on the Cr content as well and decreases compared to pure Fe; (iii) the 
vacancy migration energy is largely unaffected by the presence of Cr. The first assumption is 
suggested by both resistivity recovery experiments in concentrated alloys [5] and ab initio 
calculations [3]; the second one is suggested by resistivity recovery experiments in diluted 
alloys [4] and confirmed by (yet unpublished) MD simulations; the third one is suggested by a 
number of experiments (here uncited) and ab initio calculations [3]. In the absence of precise 
data in FeCr, the properties of SIA and vacancy clusters were parameterized according to the 
scheme proposed in [8]. The objective of the calculation was to obtain data on the unknown 
trap concentration and strenght. The model provides reasonable agreement with experimental 
data from [6]. 
From the model it can be deduced that by increasing the Cr content in the limit of 5-15%Cr 
the concentration of traps for the SIA increases drastically (three order of magnitude); the 
trapping energy increases as well. Including a consistent treatment of migration properties for 
small interstitial clusters is the next step to be taken. 
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ABSTRACT 
 
 

We performed atomistic kinetic Monte Carlo simulations using recently fitted two-band 
model potentials for FeCr. The results confirm the capability of these potentials to reproduce 
the peculiar thermodynamic behaviour of FeCr alloys, at least up to the region of 700 K. 
 
 
1. Introduction 
 
Fe-Cr binary alloys are model materials for low activation ferritic/martensitic steels 
considered for structural components in future nuclear power systems. Both early experiments 
[1] and recent ab initio calculations [2] reveal that the Fe-Cr system exhibits a change of sign 
of the mixing enthalpy, which is negative below a critical concentration of about 10%Cr 
(denoting full solubility and a tendency to partial ordering in this region) and positive above 
(where Cr clustering into a separate Cr-rich phase becomes favoured). This peculiar behaviour 
strongly influences the response of these alloys under irradiation. Above the critical 
concentration the appearance of the Cr-rich α' phase is well known to induce hardening and 
embrittlement after thermal ageing [3] and this effect becomes accelerated under irradiation 
[4]. Below, the formation of (partially) ordered solutions may also have an effect on the 
motion of dislocations and may even induce the formation of yet unknown fully ordered 
phases, thereby influencing the mechanical properties of the alloy. In addition, recent models 
suggest that the swelling behaviour of these alloys may be largely determined by the effect 
that the present phases have on the mobility of radiation-formed self-interstitial atom clusters 
[5]. These facts highlight the importance of having atomistic simulation tools capable of 
accounting for the correct thermodynamic behaviour of Fe-Cr systems, in view of studying 
radiation damage in these alloys. This objective has been partially reached with the recent 
development of two-band model (2BM) interatomic potentials capable of reproducing the 
change of sign of the mixing enthalpy versus concentration in this system [6]. These 
potentials have been qualitatively shown to be able to account for the formation of Cr-rich α' 
phase precipitates [6]. Here they are further validated using atomistic kinetic Monte Carlo 
(AKMC) methods [7] to show that they predict changes in the short-range order (SRO) 
parameter, in fair agreement with experiments. The same methodology is used to simulate the 
thermal ageing of Fe-Cr alloys above the critical concentration, using a specific technique to 
identify the formation of Cr-rich (but not Cr pure!) precipitates. In view of these results, 
strong and weak points of these potentials are briefly discussed. 
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2. Method 
 
Two 2BM potentials for FeCr have been produced, each fitted to a different mixing enthalpy 
curve for ferromagnetic FeCr, calculated with a different ab initio technique [6]. From the 
used ab initio technique, they will be denoted as EMTO and PAW, respectively [6]. A set of 
AKMC simulations [7] has been performed using both potentials, for concentrations ranging 
from 2% to 30% Cr and temperatures from 500 to 1800 K (incremented by blocks of 50 K), 
using periodic boundary conditions. In these simulations the evolution of the system was 
driven by single vacancy diffusion jumps, with constant attempt frequency (ν0=6.0⋅1012 s-1) 
and activation energy, Ea, linearly dependent on the total energy variation after the jump 
(Ea=E0+∆E/2, with E0=0.65 eV for Fe atoms and 0.56 eV for Cr atoms, following ab initio 
indications [8]). The associated jump frequency, Γ=ν0exp(Ea/kBT), where kB is Boltzmann's 
constant and T the temperature, was used to obtain the jump probability and select the event 
to occur according to the standard Monte Carlo algorithm. Boxes containing 54000 atoms 
(30×30×30 lattice units) were found to be large enough to build in them fully random initial 
distributions of atoms. Ten million MC steps were generally sufficient to reach convergence 
from the point of view of the SRO. The resulting atomic distributions were analysed by 
counting the 1st and 2nd nearest neighbour (1nn and 2nn) Fe-Fe, Fe-Cr and Cr-Cr pairs 
(denoted here as Nij

α, with i,j=Fe,Cr and α=1,2 for the shell) and applying the definition: 
 

2
211 αα

α

α
CrFeCrCr

CrFe

Fe NN
N

c
SRO

+
−=      (1) 

 
where the division by 2 is required because the SRO is calculated by sitting on Cr atoms only 
and cFe is the Fe concentration. It was checked that all initial atomic configurations provided 
SROα=0 (as should be for random distributions) with an error bar of 10-3 maximum. To 
compare the results of the simulation with the experimental values provided by Mirebeau et 
al. [1], the average 1nn-2nn SRO was then obtained as 14/)68( 21 SROSROSRO += . 
Longer simulations for selected concentrations of Cr and temperatures have been run to 
obtain a qualitative picture of the microstructure predicted by the FeCr potentials after 
thermal ageing. To recognise and count precipitates we assigned to each lattice position a 
concentration, obtained as local concentration within a sphere extending to the 5nn shell. 
Based on the expected Cr concentration in the α' phase, each site with a concentration >80% 
was selected as part of the precipitate Then, all atoms within 5nn distance to each selected site 
were included in the same cluster. The average size was calculated assuming spherical shape. 
 
 
3. Some results 
 
Fig.1 shows the SRO parameter vs. Cr content at 700 K, which is the temperature for which 
experimental data, also shown, where produced in [1]. The potentials provide excellent 
agreement in the low Cr region, although they diverge above the critical concentration. This 
discrepancy is probably related to a Cr concentration in the α' phase somewhat higher than in 
the experiment and also to an overestimated extension to high temperature of the α-α' 
miscibility gap. The agreement is nonetheless satisfactory, in particular the change of sign is 
clearly very well reproduced.  
Fig.2 displays the final configuration after 109 Monte Carlo steps of thermal ageing at 750 K 
of Fe-13%Cr: all Cr atoms (left) and the centres of the regions of high Cr content (right). 
These centres succeed in removing the noise due to the matrix Cr concentration and allow 
precipitate density and size to be unambiguously defined. The central inset shows for example 
the average diameter versus Monte Carlo timesteps. Although these results are for the 
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moment only qualitative, they show the ability of the model to predict ordering and clustering 
in the correct Cr concentration regions. Possibly more importantly, the level of order is 
comparable with the experimental one and the concentration of Cr inside the precipitates is at 
least in the range that should be experimentally expected. 
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Figure 1. SRO vs. Cr concentration at 700 K for both 2BM potentials and in experiment. 
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Figure 2. Final snapshot after 109 Monte Carlo steps of thermal ageing at 750 K of Fe-
13%Cr. Left: all Cr atoms; Right: centres of regions with >80%Cr. Central inset: evolution in 
time of the precipitate average size 
 
 
4. Conclusions 
 
The 2BM potentials embody a reasonably correct description of the peculiar thermodynamic 
behaviour of FeCr and can therefore be safely used for radiation damage studies, at least up to 
the region around 700 K. 
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ABSTRACT 
 
 

We have calculated the sink strength of spherical absorbers for defects migrating according to 
three- to one-dimensional paths using a kinetic Monte Carlo simulation technique, finding 
excellent agreement in the whole range of diffusion regimes with theoretical expressions used 
in rate equation models, including pure one-dimensional diffusion. 
 
 
1. Introduction 
 
The sink strength for three-dimensionally (3D) versus one-dimensionally (1D), or mixed 
1D/3D migrating defects, in irradiated materials has attracted much attention because many 
experimental observations cannot be interpreted unless 1D or mixed 1D/3D migration 
patterns are assumed for self-interstitial atom clusters produced in cascades during irradiation 
[1]. Analytical expressions for the sink strenghts for defects migrating in 3D [2] and also in 
1D [3] have been therefore developed and a "master curve" approach has been proposed to 
describe the transition from purely 1D to purely 3D defect migration [4]. Object kinetic 
Monte Carlo (OKMC) methods [5] have subsequently been used to corroborate the theoretical 
expressions [6] but, although good agreement was generally found, the ability of this 
technique to reach the 1D migration limit has been questioned, the limited size of the 
simulation box used in OKMC studies having been mainly blamed for the inadequacies of the 
model [3,6]. In the present work, we explore the capability of OKMC to reproduce the sink 
strengths of spherical absorbers in a wide range of volume fractions, for defects characterised 
by different migration dimensionality, from fully 3D to pure 1D. We show that this technique 
is capable of reproducing the theoretical expressions for the sink strengths in the whole range 
of conditions explored. We thereby demonstrate that, in spite of the limited size of the OKMC 
simulation box, the method is suitable to describe the microstructure evolution of irradiated 
materials for any defect migration pattern, including fully 1D migrating defects. 
 
 
2. Simulation Model 
 
The general features of the OKMC code used in the present work, LAKIMOCA, have been 
extensively described in a previous publication [5]. Here the model is used only for idealised 
situations, as was done by Heinisch and co-workers [6], where only one migrating defect at a 
time is present in the simulation box, in a microstructure defined by only one class of sinks at 
a time, of well defined geometry. In the present case these were unsaturable spherical 
absorbers randomly distributed in the simulation box, of radius varying from 0.75 to 10.2 nm 
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and number density from 1016 to 1.5⋅1017 cm-3 (corresponding to volume fractions from 
1.8⋅10-5 to 4.1⋅10-1). Each simulation was done with all sinks characterised by the same radius 
and for a given density. The trajectory of each defect in the same simulation was followed 
until it was absorbed in a sink and at that point a new defect of the same type was introduced 
in the simulation box. The sink strength is thus obtained as: 
 

jj nd
nk

2
2 2
=       (1) 

 
where 〈nj〉 is the average number of jumps performed by the defects before being absorbed, dj 
the jump distance and n the dimensionality of the motion. Since the defects are assumed to 
migrate in a bcc lattice, dj=√3/2a0, where a0 is the lattice parameter (for α-Fe a0=0.287 nm). 
The dimensionality of the motion of the simulated defects changed from case to case and was 
defined either by imposing that the defect must change direction after a fixed number of 
jumps nj

0 (nj
0=1 implies fully 3D motion), or by assigning an energy of re-orientation Er (for 

consistency, n=3 in all cases). With the latter method, the change of direction is another 
possible stochastic event managed by the Monte Carlo algorithm. Between each re-orientation 
the defect moves along a 〈111〉 direction. The histories of at least 1000 defects were traced for 
each condition in order to obtain the average 〈nj〉 and in most cases the number was as high as 
10000. In addition, it was always verified that the value had actually converged. Non-cubic 
boxes with periodic boundary conditions (PBC) were used for all calculations. The use of 
non-cubic boxes was instrumental in order to simulate correctly the 1D migrating defects. 
 
 
3. Theory 
 
Given a defect that migrates following a path not coinciding with either the 3D or the 1D 
limit, the corresponding sink strength of spherical absorbers, k1-3,s.a.

2, can be expressed as a 
function of the two limiting case sink strengths (3D and 1D) and of the typical length before 
change of direction, lch, using the master curve [4]: 
 

( )[ ]241121 xy ++= ,     (2) 
 

where 4
..,3

4
..,1

2
..,1

22 12 asasasch kkklx +=  and 2
..,1

2
..,31 asas kky −=  are two dimensionless variables and 

according to theory the sink strength of unsaturable spherical absorbers of radius R and 
density N for 3D migrating defects, k3,s.a.

2, can be written as [2]: 
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..,3 14 asas kRNRk += π ,     (3) 

 
customarily truncated at the first order, k3,s.a.

2=4πNR, while for 1D migrating defects, k1,s.a.
2, it 

is [3]: 
 

( )22
..,1 6 RNk as π=      (4) 

 
4. Simulation results 
 
Fig. 1a shows the transition from 3D to 1D migration regime in terms of length before 
reorientation of the defect direction of motion (fixed amount of jumps). Fig. 1b provides the 
same information in terms of the master curve [4], including data for both fixed amount of 
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jumps and rotation energies, showing that the choice of the method to impose the change of 
direction does not make any difference. Note that the simulation reproduces the complete 3D-
to-1D transition and provides full agreement with the theoretical expressions, with relatively 
little scatter. More details and comparisons will be given in a forthcoming publication [7]. 
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Figure 1. Transition from 3D to 1D sink strength for different spherical absorber densities 
and radii, (a) versus length of 1D segments before re-orientation (values for pure 1D limit 
according to theory and simulation are also given) and (b) in terms of master curve (eqn. 2). 
 
 
5. Conclusions 
 
These results show that the OKMC technique, in spite of its inherently stochastic and discrete 
nature, can trustfully describe the strength of sinks of given geometry, size and density in a 
large range of sink volume fractions, in full agreement with theoretical expressions obtained 
in the framework of a mean-field, continuum approach. In addition, in spite of the finiteness 
and relatively small size of the simulation box, this technique is capable of treating in a 
reasonably correct way also 1D migrating defects, whose migration path is orders of 
magnitude longer than the typical size of the box, provided that a non-cubic box is used for 
the simulation. 
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A Dislocation Dynamics Approach for fcc Metals: 
Implementation of Partial Dislocations

Jaime Marian
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The goal of this work is to study the interaction process between partial dislo-
cations and stacking fault tetrahedra (SFT) using isotropic, non-singular, linear 
elasticity within the Dislocation Dynamics (DD) framework. To this end, a me-
chanism for node splitting governed by a local measure of the nodal energy has 
been implemented in our DD code. This allows us to explicitly resolve partial 
dislocations in fcc metals, including Shockley and Frank partials and stair-rod-
type dislocations. In addition, due to the multifaceted (multiple glide planes) 
structure of SFTs, the Fleischer and Friedel-Escaig mechanisms for cross-slip 
have been implemented to enable a proper interaction between these two ty-
pes of defects. Our DD formulation relies on a handful of parameters that need 
to be calibrated against experimental or modeling data. We have carried out 
Molecular Dynamics (MD) simulations to obtain the mobility functions for screw 
and edge dislocations in Cu. A numerical analysis correlating the Escaig stress, 
necessary for partial constriction, and the stress required to cross-slip at a given 
level of constriction has been performed. The dependence of these interactions 
with the other model parameters, such as core cutoff radius and non-singular 
stress shape function is assessed. In order to estimate the importance of core 
effects versus linear elastic effects, a connection with the atomistic scale is en-
abled by way of molecular statics calculations of cutoff radii and Shockley par-
tial separation.
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Combining ab initio and empirical potential calculations 
to study interstitial clusters in alpha-iron

Mihai-Cosmin Marinica 1, Francois Willaime 1

1Service de Recherches de Métallurgie Physique, CEA Saclay, Bat. 520, 91191 Gif sur Yvette Cedex, France

Interstitial-type defects, which are formed by the clustering of self-interstitials 
produced under irradiation, have rather particular properties in α-iron: self-in-
terstitials and – according to ab initio calculations – very small interstitial clusters 
are formed of <110> dumbbells, whereas larger interstitial clusters have either 
a <111> or a <100> orientation. This contrasts with other BCC metals where in-
terstitial-type defects are predominantly <111>. The competition between these 
different orientations raises the question of their relative stabilities as function 
of size, and of the transformation mechanism from <111> to <100> orientation 
observed experimentally. Their mobilities is also a key issue in the interpretation 
of exper- iments. We have addressed these questions by combining ab initio 
and empirical potential approaches.

We have determined the stability and mobility of small self-interstitial defects 
by ab initio calculations performed on cells containing up to 250 atoms using 
the SIESTA code. We then used these results to fit and validate a new semi-em-
pirical potential for iron, devel- oped starting from the EAM-type potential pro-
posed by the Mendelev et al. This potential allowed us to complete the study of 
small clusters: (i) using the activation-relaxation technique (ART) we performed 
a systematic search of all possible cluster configurations and migration/rotation 
mechanisms; and (ii) using lattice-dynamics we studied their vibrational pro-
perties. Low frequency modes have been evidenced in <111>-type defects. The 
associ- ated large vibrational entropy is shown to have a significant effect on the 
relative stabilities at finite temperature. We then investigated the static and dy-
namic properties of dislocation loops containing up to 103 self-interstitials. We 
will discuss the sensibility to the potential of the results obtained for the stability 
and the mobility of large clusters and the effect of loop-loop interactions.
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ABSTRACT 

Molecular dynamics simulations are performed to obtain the damage produced during irradiation of 
fused silica for energies between the threshold displacement energy and 3.5 keV. The interatomic 
potential developed by Feuston and Garofalini specifically for amorphous SiO2 is used in these 
calculations. The effect of Hydrogen in damage accumulation is also studied for an initial H 
concentration of 1%. Calculations show the formation of predominately four types of defects: Si3, Si5, 
O1 and O3 where the numbers denote their coordination . In the presence of H new defects appear 
while others are reduced. In particular, as expected, O-H complexes are formed, therefore reducing the 
number of oxygen atoms with coordination one.

1. Introduction 

Fused silica has a wide range of applications. The interest on the effects of radiation in vitreous silica 
has increased recently due to its possible application as optical transmission component in fusion 
reactors. In this case, this material will be exposed to high neutron irradiation during operation. As a  
result point defects will be created that can lead to obscuration of the material; that is, degradation of 
the optical properties of silica. Among the defects observed under neutron irradiation are the Oxygen 
Deficient Centre (ODC), which is related to a silicon atom with coordination three instead of four, and 
the Non-Bridging Oxygen Hole Centre (NBOHC), which is related to an oxygen with coordination one.

Molecular dynamics simulations have proved to be useful in the description of defects produced by 
irradiation at keV energies in metals and semiconductors [1, 2], however the number of studies in 
oxides and in particular, in amorphous systems, is more reduced. We present molecular dynamics 
simulations of displacement cascades due to energetic recoils in amorphous silica. In particular, we 
have performed a statistical study of  the different kinds of defects produced  as a function of primary 
knock-on atom (PKA) energy. Our calculations show mainly four types of defects: Si3, Si5, O1 and O3 
where the numbers denote their coordination . We present results for a PKA energy range between 0.4 
eV and 3.5 keV. In addition, we compare these results with displacement cascades in the presence of a 
hydrogen concentrations of 1%, since hydrogen is always present in real conditions.  
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2. Simulation conditions 

The interatomic potential developed by Feuston and Garofalini [3] specifically for fused silica has been 
used in these calculations. The same authors also developed a version of these potential for the H-Si-O 
system that has been used for the calculations of radiation effects in the presence of H [4]. This 
potential has been fitted for short range interactions to the Universal potential. The initial amorphous 
structure is generated by melting a beta-cristobalite lattice of SiO2 and subsequently quenching down to 
300K. For the calculations presented here a system with a total of 192000 atoms has been used,  that is 
approximately 15x15x15 nm3.

The evolution of an energetic particle is followed for times up to 5 picoseconds. The energetic particle 
in this case is always a silicon atom, and it is placed in the center of the simulation box. Periodic 
boundary conditions are used, with a bath control at the edges of the simulation box to maintain the 
temperature to 300K.  

Defects are identified by its coordination. For the case of Si and O a cut-off distance between first and 
second nearest neighbors is used, obtained from the pair distribution function, and equal to 2.15 Å. For 
the case of H with Si or O a cut-off distance of 1.3 Å is used, also obtained from the pair distribution 
function. In the following we will use the notation S# where S will be the symbol corresponding to Si, 
H or O, and # is the coordination number of that atom in the lattice.  

The initial concentration of defects is calculated, before the energetic recoil is placed. The four types of 
defects obtained are: Si5, Si3, O3 and O1. For the simulation box used in these calculations the 
concentration of these defects are 0.75%, 0.009%, 0.94% and 0.57% respectively. In order to 
understand the effect of H, this is included in the simulation in a concentration of 1%. The H is located 
at random positions in the lattice. Since the simulation is only followed for a few picoseconds before 
the energetic recoil is started, most of the H remains free, while 22% are forming O-H complexes. In 
this lattice containing H the number of defects present is (with respect to the 192000 atoms) 0.19% of 
Si5, 0.006% of Si3, 0.65% of O3, 0.31% of O1 and 0.22% of OH.

3. Defects produced by energetic particles 

As mentioned above energetic particles are placed in the centre of the simulation box and their 
evolution is follow for a few picoseconds, until the number of defects does not change with time. Fig. 1 
shows the average number of defects produced for the four different types found in the calculations 
Si5, Si3, O3 and O1, as a function of the recoil energy, and for the case where no H is included in the 
simulation. In order to observe only those defects produced by the energetic particles, the number of 
initial defects in the sample has been subtracted from the values on Fig.1. The number of defects of 
type Si3, O1 and O3 grow with recoil energy, and more oxygen type defects are formed than silicon 
type, as expected, due to their differences in mass. The number of Si5 defects does not show a clear 
trend with energy and in fact it is reduced. This could be related to healing of the defect due to the 
longer simulation time.  
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Figure 1: Average number of defects produced by the energetic atoms as a function of recoil 
energy.

Fig. 2 (a) shows the average number of defects for the case when 1% H is included in the initial lattice. 
The same four defects as in Fig. 1 are represented here, that is oxygen and silicon related defects. 
Notice that the number of O1 defects produced in this case is reduced with respect to the case above, 
while the number of O3 has increased. The number of Si3 has also decreased. In Fig. 2(b) those defects 
related to H are presented, in particular, the number of O-H type of defects. Two different types have 
been observed, a H connected to an O2 and a H connected to an O3. The O-H presented in the figure is 
the sum of these two types, while each of them are also presented. The H-free in the graph are the 
number of H atoms free in the lattice with respect to the ones that where free before the recoil. Clearly 
the number of free H is reduced with recoil energy and those H end up in O-H type configurations.

    (a)      (b) 

Figure 2: Average number of defects produced by the energetic atoms as a function of recoil 
energy with 1% H in the sample. (a) Si5, Si3, O3 and O1 and (b) H related defects. 

Multiscale modeling of irradiation and aging of materials

762



4. Conclusions 

The main type of defects produced in fused silica under irradiation due to nuclear collisions has been 
obtained with molecular dynamics simulations. The main defects observed are oxygens with 
coordination one, which could be related to the NBOHC. Silicon atoms with coordination three are also 
observed, related to ODC.

When H is included in the lattice new defects appear, in particular O-H type of defects. The number of 
these defects increases with recoil energy, while the number of O1 defects is reduced with respect to 
those measured without H. This seems to indicate that as the recoil generates defects in the sample, free 
H migrates towards these newly generated defects creating O-H. Further calculations are being 
performed where most of the H is initially located at O-H sites. 
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Statistical thermodynamics of solid with mesodefects (dislocation structures) 
allowed the definition of order parameters and the form of potential (non-equi-
librium free energy) as the generalized Ginzburg-Landau expansion in terms of 
the defect density tensor (defect induced strain) and structural scaling parame-
ter. The kinetics of mentioned order parameters causes the relaxation ability of 
materials under the development of plastic shears and the transition from da-
mage to failure.  The nonlinearity of potential leads to the generation of collec-
tive modes of mesodefects with long relaxation times and, as the consequence, 
to the subjection of dynamics of observable variables (stress, strain, strain rate) 
to the dynamics of collective modes. The “slow dynamics” of these modes ex-
plained the specific features of plastic flow and damage-failure transition with 
the features similar to the aging (out-of-equilibrium) systems. The key  point in 
the generalization of  the Ginzburg-Landau phenomenology is the determina-
tion of thermalization conditions (effective temperature) of out-of-equilibrium 
mesoscopic system in the linkage with  structural scaling parameter.

Structural susceptibility to the generation of mesodefects was investigated for 
Armco-iron, copper polycrystals and monocrystal of aluminum using the New 
View profilometry data (resolution from 1 nm) of the surface of deformed speci-
mens and failure surface, correlation analysis and the original version of genera-
lization of Fluctuation-Dissipation Theorem (FDT) for the definition of “effective 
temperature” of the current state of out-of-equilibrium system with mesode-
fects. The correlation analysis of the morphology of specimen surfaces induced 
by localized shears, damage localization areas and the usage of the FDT genera-
lization for the estimation of structural susceptibility allowed us to establish the 
links between thermodynamic temperature, the scales of structural relaxation 
and to determine the scale thresholds corresponding to the transition to the 
“effective temperatures” of mesodefect ensemble.

Mentioned results showed the way of classification of mechanisms of structural 
relaxation and the morphology of structure of materials in various states (quasi-
brittle, ductile, submicro- and nanocrystalline states) in the terms of generalized 
susceptibility, related to the dispersion properties of materials induced by me-
sodefects. The definition of effective temperatures, non-linearity of thermody-
namic potential and the types of collective modes in mesodefect ensembles 
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allowed us to propose the interpretation of characteristic features of plastic re-
laxation, damage-failure transition for mentioned material states.

The research was carried out in part in the frame work of RFBR projects (№ 04-
01-96009-р2004ураΛ_а,  № 05-01-00863-а,  №04-01-97514_офи).
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High burn-up fuel claddings of light water reactors are subjected to various 
stresses such as a hoop stress due to pellet-cladding interaction and internal 
stresses due to accumulation of hydrides and irradiation-induced dislocation 
loops. Therefore, the diffusion behavior of irradiation-induced point defects un-
der such strain fields needs to be studied especially at high dose regime in order 
to understand the evolution of radiation damage in fuel claddings. In this paper, 
we study the effect of strain on the diffusion properties of a self-interstitial atom 
(SIA) and a vacancy in zirconium using molecular dynamics computer simulati-
ons with use of the inter-atomic potential developed by Ackland et al.

The migration energy of diffusion is calculated as an energy difference between 
the base-line and the saddle-point states along the migration path of potential 
valley. Pre-exponential factor of diffusion is also calculated using the second 
derivative of the potential curve around the base-line state following the proce-
dure proposed by Vineyard. Stain field is given by changing the lattice constant 
of the crystal.

Diffusion coefficients of a SIA and a vacancy in zirconium under strain fields of 
0~6% tensile strain in both a- and c-directions are calculated using the above 
method. Diffusion of a vacancy in zirconium, which is almost isotropic in spite of 
the anisotropic structure of the hcp zirconium crystal, becomes anisotropic with 
strain. The migration energy for the SIA diffusion drastically changes with strain, 
and the stable configuration of a SIA is also affected very much by strain.
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ABSTRACT 

 
To understand the behaviour of point defects generated in irradiated FeCr ferritic/martensitic 
steels and to identify the kinetic pathways of microstructural evolution of binary model Fe-Cr 
alloys, we use a combination of density functional theory (DFT) with statistical approaches 
involving cluster expansion and Monte Carlo simulations. This makes it possible to generate 
in a systematic way the low-energy configurations required for the subsequent DFT study of 
intrinsic defects (vacancies, interstitials) and impurity-defect interactions over the entire range 
of Fe-Cr alloy compositions. In the limit of low Cr concentration, DFT calculations predict 
that an intermetallic compound Fe15Cr has the lowest negative heat of formation. At higher 
Cr concentrations, simulations performed using a 4x4x4 super-cell show that magnetism is 
responsible for the nano-segregation of the ferromagnetic Fe15Cr and anti-ferromagnetic (α’-
Cr) phases giving rise to the formation of clusters characterised by a very low positive heat of 
formation. We perform a systematic investigation of formation energies of point defects and 
their energies of interaction with Cr atoms. Further investigation of interaction of interstitial 
and vacancy defects with impurities (V, Nb, Ta, Mo, W, Al, Si, P, S) also shows a complex 
picture of interplay between magnetism and short-range ordering that affects the interaction 
between defects and impurities in the presence of chromium in Fe-rich alloys. 

 
1. Introduction 
 
The binary body-centred cubic (bcc) Fe-Cr alloy is the base of many important industrial 
steels, especially in the nuclear industry. 9-12%Cr ferritic/martensitic steels are among the 
promising candidate materials for the first-wall and breeding-blanket structures in future 
fusion power plants. In Fe-Cr alloys, Cr plays a major part in determining the pathways of 
microstructural evolution under irradiation. In the concentration range between 2 and 9% Cr 
reduces void swelling in comparison with pure Fe, at the same time improving the ductility of 
steels at 9% concentration. The low activation ferritic-martensitic steels, contain, beside Cr, 
other transition metal solutes (Mo, W, Nb, Ta, V, Mn, Ni, Co, Cu) as well as sp-valence 
elements  (C, B, N, Al, Si, P, S).  Electrical resistivity recovery measurements show that some 
solute atoms in dilute iron-based alloys, such as Cr and Mn, interact with self-interstitial 
atoms (SIAs) and form mixed dumbbells mobile at temperatures below the onset of long-
range SIAs migration. SIA trapping by configurations involving several Cr atoms 
(configuration trapping) has also been observed in concentrated Fe–Cr alloys [1]. Since such 
trapping can have a significant effect on the properties of SIAs, it may provide a mechanism 
responsible for the observed swelling resistance of Fe–Cr alloys. 
 
2. Methodology 
 
In contrast to fcc metals, bcc transition metals and alloys, including the binary Fe-Cr system, 
pose a particular challenge to multi-scale modeling of defects and mechanical behavior. This 
stems from the presence of partially filled d-band and effects of magnetism [2-4]. Spin-
polarized DFT calculations performed using the generalized gradient approximations (GGA) 
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were used to generate an ab-initio data base covering the entire range of Cr concentrations [5]. 
We use the Vienna Ab initio Simulation Package (VASP), where the pseudo-potentials were 
generated within the projected augmented wave approach (PAW) from the VASP library [6]. 
We find that for the Cr concentration of 6.25%, the heat of formation is negative (-6.4 
meV/atom) with the local magnetic moment (1.25 μB per Cr atom) ordered 
antiferromagnetically with respect to the Fe atoms.  The structure of this Fe15Cr intermetallic 
compound (space group Pm-3m) and its spin-polarized map calculated for the 4x4x4 super-
cell are shown in Fig. 1.  We see clearly that the maximum short-range order around Cr is up 
to the 5th nearest neighbor in this compound.  
 

 
 

Figure 1. Atomic structure and spin-density map for ferromagnetic compound Fe15Cr. 
 
3. Clustering of α’ phase 
 

 
 

Figure 2. Nano-clustering in Fe-Cr alloys from spin density map at high Cr concentration  
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By combining DFT with Monte Carlo simulations [7], we are able to generate low-energy 
configurations for binary Fe-Cr alloys illustrated in Fig. 2 for 12.5, 25 and 37.5% Cr 
compositions. At 12.5%Cr, we see that there is a transition from an isolated Cr with high 
magnetic moment to the formation of small cluster of Cr (blue) atoms. Clustering is more 
clearly pronounced for the 25% Cr alloys, where the spin-density map shows a cluster with 
weak magnetic moments on the (110) plane.  At 37.5% Cr, we observe formation of a Cr 
cluster bounded along the (110) planes, consistent with larger scale Monte Carlo simulations.  
 
4. Impurity-point defect interaction 
 
We also calculated the formation energies of point defects (vacancy, anti-site and self-atom 
interstitial) in Fe15Cr compound at its five different crystallographic sites, and compared the 
results with the data for the magnetic α-phase [5]. We found that the <110> dumbbell remains 
the most stable configuration among various SIA configurations for the Fe sites in the 6.25% 
Cr alloy. However, the formation energies of both Fe-Fe and mixed Fe-Cr dumbbells, as well 
as those of Fe vacancies, have decreased in comparison with the case of pure iron. 
 

 
 

Figure 3. Spin-density map of a dumbbell interacting with sp-valent impurity atoms 
 
Figs. 3 shows spin-density maps of mixed dumbbell configurations between Fe and different 
sp-valent impurity atoms, respectively. We find that the binding energies of mixed dumbbell 
are positive for Si, P and S in agreement with results based on the strain field of defects [8]. 
Due to weak magnetisation of atoms of sp-element, the sign of binding energies in the mixed 
dumbbell depends mainly on the size of a solute atom, as predicted by the elasticity. The 
situation with a bcc transition metal impurity (Fig. 4) is more complicated. We find that the 
binding energy of the mixed Fe-Cr dumbbell is also positive in variance with the strain field 
theories. For example, Fig. 4 shows that a Cr solute atom forming a part of a mixed SIA  
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Figure 4. Spin-density map of a dumbbell interacting with a transition metal impurity atom 
 
dumbbell configuration has a negative magnetic moment (-0.7 μB ) in comparison with 
positive moment of a Fe atom.  Note that this magnetic configuration differs from a dumbbell 
configuration occurring in pure Fe, where both Fe atoms have moments ordered 
antiferromagnetically with respect to the host. We conclude that magnetism is crucial for 
understanding the behaviour of defects not only in pure Fe but also in iron-chromium binary 
alloys. 
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ABSTRACT 

 
The activation barrier height of bcc-Cu precipitates in Fe-Cu alloy has been predicted using 
the first principles calculations.  The predicted values of the critical number of 12 atoms and 
the critical free energy barrier of 0.6eV show good agreements with the experimentally 
estimated ones for the annealing temperature of 773K and the initial concentration of 
1.4at%Cu.  This approach also predicted that the vacancy prefers inside not at the interface of 
clusters. 

1. Introduction 

The nucleation phenomenon is one of the main targets of the multi-scale materials modeling.  
The recently proposed method [1-3] predicts the fundamental but hardly obtained values of 
activation barrier, critical size and free energy change of the precipitate nucleation precisely 
using the first principles calculations.  Helmholtz free energy change is apparently defined 
and calculated by the purely enthalpic and entropic contributions between the initial state of 
the isolated solute atoms scattering around the matrix and the final state of a cluster of size n 
traveling around the matrix.  The enthalpic term is calculated by the reliable first principles 
method, and the entropic term is estimated by the ideal solution model.  This approach avoids 
the difficult calculations on the interface energy of small clusters.  Firstly we will show the 
basic idea of the proposed method, and then the results of bcc Cu precipitation in a Fe-Cu 
alloy.  Lastly the vacancy behavior in precipitates, which is crucial under the irradiated 
condition, will be discussed. 

2. Calculating method 

In classical nucleation theory, the free-energy change is described by the sum of negative 
driving force ΔF and positive interface energy Hσ.  The main ambiguity of the classical 
nucleation theory is the assumption that the interface energy is applied to a small cluster with 
a spherical interface area.  By dividing into two components of enthalpy change ΔH and 
entropy change -TΔS, and treating enthalpy change ΔH and interface energy Hσ together, the 
free energy change is expressed as  

 ΔF(n) = {ΔH(n) + Hσ (n)}− TΔS(n)  (1) 

where n is the number of atoms in a cluster. 

Figure 1 shows schematic illustrations of precipitate nucleation.  The initial state is described 
as the sum of the isolated solute atoms, and is the dilution limit of an alloy.  The final state is 
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described as one cluster constructed 
by n solute atoms moving around 
on the matrix.  The free-energy 
change is calculated from the 
enthalpy and entropy differences 
between these initial and final 
states.  

The first term of Eqn.(1) is the 
cluster energy change, which 
includes all the environmental 
changes of solute and solvent 
atoms.  The cluster energy change 
is assumed to be independent of temperature and can be calculated precisely by the density 
functional codes.  The second term of Eqn.(1) is entropy change, and includes the interfacial 
entropy implicitly.  The vibrational entropy contributions can be treated separately[3], and 
neglected here for the first approximation. The rest of the entropy contribution is the 
configurational change between the scattered atoms and the condensed cluster, which can be 
estimated by the simple ideal solution model as pointed out by Kamijo and Fukutomi[4],  

Figure 1. Schematic drawings of initial and final 
states of precipitation. 

 ΔS(n) = kB(n −1)ln x   (2) 

where kB is Boltzmann constant and x is an initial solute concentration.  

3. Calculated results 

The cluster energy, ΔH(n)+Hσ  , is obtained by the usual density functional codes.  The spin-
polarized calculations have been performed using the Vienna Ab Initio Simulation Package 
(VASP)[5,6].  For the precipitates in Fe-rich Fe-Cu alloys, many experiments revealed that 
Cu clusters precipitate with the metastable bcc structure from the super satuated bcc-Fe alloys 
at the early stage of nucleation [7].  It was also shown that small Cu clusters with the bcc 
lattice possess spherical and coherent interfaces.  The cluster energy has been calculated with 
54 atoms (3 x 3 x 3 unit cells) for clusters smaller than or equal to 5, and 128 atoms (4 x 4 x 4 
unit cells) for other larger clusters, under the non-relaxed condition of the equilibrium lattice 
constant of Fe.  Cluster models were constructed by replacing some sites with Cu atoms. 

The total free energy change is 
obtained by the sum of this 
cluster energy and entropy 
change, as shown in Fig. 2.  The 
entropy change is estimated at 
the temperature of 773 K and the 
concentration of 0.014 at% Cu 
for the comparison with the 
result obtained by the classical 
treatment [7].  Estimated critical 
number n* of 13 atoms and 
activation energy F* of 0.67 eV, 
respectively are very close to the 
values of 13 atoms and 0.6 eV by 
the classical treatment. 

Figure 2. Activation barrier of the free energy due to 
the precipitate nucleation.  
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Figure 3. Atomic configurations for clusters including one 
vacancy and 14 Cu atoms.  

Next we will see the vacancy contribution on the nucleation.  The entropy change including 
the third element or vacancy is derived by  

 ΔS(n) /kB = (n −1)ln xM − n + 3
2 ln n + 1

2 ln(2π ) + ln xV   (2) 

where xM is the major solute element and xV the third element or vacancy[2]. Thus the entropy 
contribution is assumed to be identical at the same concentration and the cluster size.  The 
free energy is controlled only by the enthalpy difference.   

The easiest comparison of the vacancy configuration is performed by n=15 cluster as shown 
in Fig. 3.  We considered two extreme cases: one vacancy is located (a) at the center of the 
cluster, and (b) at the matrix/cluster interface.  The enthalpy of (a), 0.8eV, is lower than that 
of (b), 1.25eV. This result suggests that vacancies shows the tendency to be surrounded by Cu 
atoms, which is consistent with the experimental observation by positron annihilation 
measurements [8].  This tendency is simply explained by the difference in vacancy formation 
energies for pure metals, 0.6 eV for bcc Cu and 2.3 eV for bcc Fe.  By this enthalpic 
reduction, the activation barrier is reduced.  At the same time, however, the diffusion constant 
is also reduced by the reduction of the vacancy density due to the highly trapping ability of 
clusters.  Thus the acceleration of the precipitate reaction due to the vacancy formation is not 
concluded by our present calculation.  
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ABSTRACT 

 
 

The tensile behavior of irradiated metals is characterized by an increased yield stress and a 
localization of the deformation in shear bands free of irradiation defects after the deformation 
(“clear bands”). In this work, the formation of clear bands in austenitic steels is investigated. 
These materials are used as internal structural materials in nuclear reactors and their 
irradiation microstructure is dominated by interstitial Frank loops. The defect clearing process 
requires short-range interactions between the mobile dislocations and the irradiation defects, 
the latter being sheared, unfaulted or absorbed. Therefore, knowledge of dislocation dynamics 
in these conditions requires information from the atomic scale. In the present study we 
compare MD simulations of edge and screw dislocations interacting with Frank loops to post-
mortem TEM observations of irradiated and deformed samples. We show in particular the 
different roles played by screw and edge dislocations in the process of clear band formation. 
For the MD simulations, in absence of realistic interatomic potentials for stainless steels, an 
EAM potential developed for Cu is used. This potential predicts low stacking fault energy, 
comparable to that of steels, with a resulting separation between Shockley partials that is 
larger than in most fcc metals. This specific feature is believed to play an important role in the 
interactions, since it controls the ability of the dislocations to cross-slip. We performed a 
systematic study of edge and screw dislocations interacting with Frank loops in all their 
possible respective configurations. The simulations are conducted at elevated temperature, 
600K, the temperature of internal materials in nuclear reactors, with Frank loops of realistic 
diameters and densities. Transmission Electron Microscope observations of ion-irradiated 
samples deformed at 600K were undertaken, in order to validate the simulations results. We 
analyzed the dislocation microstructures in the clear bands by indexing the dislocation 
Burgers vectors. Our aim is to elucidate the respective role of edge and screw dislocations in 
the process of clear band formation. In this short text, only the MD simulations will be 
described.  
 
 
1. Introduction 
 
Irradiated materials present a significant hardening, a reduced ductility and, above a certain 
dose, an upper yield stress followed by softening [1]. Post-mortem Transmission Electron 
Microscopy (TEM) showed that hardening is due to the production of irradiation defects, and 
that the reduced ductility and the yield drop are due to the localization of the deformation in 
shear bands that are defect free (“Clear bands”) [2]. In-situ TEM showed that these clear 
bands are formed by the passage of dislocations issued from heterogeneities (grain boundaries 
and cracks) that sweep the irradiation defects [3]. It was also used to study the interaction 
mechanism between individual dislocations and large SFTs [3]. However, the observations 
are limited by the TEM resolution and the speed of tape recording. 
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Molecular Dynamics (MD) has shown to be a powerful tool to investigate reactions involving 
dislocation cores with full atomistic resolution. The irradiation defects considered up-to-now 
in FCC materials are glissile and Frank [4] interstitial loops in nickel and SFTs in copper [5]. 
In the latter case, edge and screw dislocations in interaction with SFTs in all their possible 
respective geometries were simulated. Thereby, all the possible elementary reaction 
mechanisms were categorized. It was shown that SFT shearing is the most frequent reaction, 
but depending on the geometry, temperature and stress/strain rates, SFTs can also be partially 
absorbed by edge dislocations and can be transformed in two distinct and separated defect 
clusters by screw dislocations. 
 
In the present study, austenitic 304 and 316 stainless steels (SS) are of prime interest. These 
materials constitute the internal structural components in Pressurized Water Reactors (PWR) 
and undergo neutron irradiation between 550 K and 600 K. The irradiation defects visible in 
TEM are interstitial Frank loops with edges in <121> directions. They increase the yield 
stress so that the twinning critical stress is reached at room temperature because of the low 
stacking fault energy (SFE) of the material. However at 600K, the yield stress is lower and the 
SFE higher, so that dislocation channelling occurs [6]. The present work focuses on the high 
temperature regime, i.e. the dislocation channelling regime. 
 
A systematic study of the interaction mechanisms of edge and screw dislocations in presence 
of Frank loops in their different possible (111) habit planes was performed. Due to the crystal 
symmetries, the study can be limited to 3 screw configurations (SD/W-, SD/W+, SD/CS) and 
3 edge configurations (ED/W-, SD/W+, ED/CS) (see Tab.1 for details). The studied loop size 
was mainly 6nm and the inter-loop distance was 50 nm, as observed in TEM by Pokor [7]. 
Since no potential was available to model complex alloys such as SS, we decided to keep only 
the main characteristic of these alloys, i.e. a SFE lower than that of usual FCC materials. 
Thus, a Cu Embedded Atom Method (EAM) potential developed by Mishin et al [8] with a 
SFE close to that of austenitic steels at 600 K was employed. Also, since in irradiated 
materials dislocations glide in pile-ups, the leading dislocation is helped by its followers in its 
glide through the defect environment. In order to investigate the influence of the pile-up, we 
performed simulations with one or two dislocations in the simulation cell, i.e., the smallest 
possible pile-up. The passage of several dislocations was also modelled by authorizing the 
dislocation(s) to return several times on the loop through periodic boundary conditions 
applied in the glide direction.  The MD technique used here is similar to that presented in Ref 
[4]. The main difference is that the applied stress is increased non-monotonically during the 
simulations depending on the reaction rate between the dislocations and the Frank loops  
 
 
2 Results 
 
Depending on the configuration, three kinds of reactions were observed: shearing (R1/R2), 
loop unfaulting followed by absorption and drag (R3), and loop unfaulting followed by 
absorption with helical turn formation (R4). Table 1 gives the type of reaction (using the 
categories proposed in [5]) and the resistance for one and two edge and screw dislocations.  
 
The 1st reaction is shearing (R1/R2). It is characteristic of edge dislocations. The associated 
unpinning forces are low (less than 100MPa for one dislocation) and it is an inefficient loop 
clearing mechanism since the damage created on the loop is limited (1b step). Moreover these 
steps are mobile in 1 out of 2 cases and annihilate on the loop border. The 2nd kind of reaction 
is loop unfaulting, absorption as mobile jogs and drag (R3). It is efficient for loop clearing. 
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The involved mechanisms are complex and require cross-slip. The associated unpinning 
forces are intermediate, around 150 MPa. 
 

Table 1: Interaction matrix. Notation: B- = [-1-10] = dislocation Burgers vector, S- = 
the dislocation approaches the loop from the side of negative coordinates, P1=(11-1), 
P2=(111), P3=(-111) = loop habit plane.  See Fig. 1 for crystal orientation 

 W- = (B-/S-/P1) W+ = (B-/S-/P2) CS = (B-/S-/P3) 
1 Screw Dislocation R4: 335 MPa  R1: 245 MPa  R3: 160 MPa  
2 Screw Dislocations R4: 180 MPa   R4: 180 MPa R3: 125MPa   
1 Edge Dislocation R3: 130 MPa  R1: 95 MPa R2: 65 MPa 
2 Edge Dislocations R3: 100 MPa R1: 65 MPa R1: 45 MPa 

 
The 3rd reaction is loop unfaulting and absorption with helical turn formation (R4). It is 
characteristic of screw dislocations. Figure 1 shows this reaction in the case of a two screw 
dislocations pile-up interacting with a loop in W- configuration (see Tab. 1). When the first 
dislocation comes into contact with the loop border, it spontaneously cross-slips due to the 
elastic field of the loop. A D-Shockley partial is created on the loop border that is mobile and 
progressively removes the double stacking fault of the loop (Fig. 1(a)). This mechanism was 
described in details in Ref. [4] and results in the absorption of the loop in the form of a helical 
turn on the screw dislocation (Fig. 1(b)). The helical turn expands along the entire length of 
the dislocation in order to minimize its length and the associated line tension energy. In this 
configuration, the dislocation does not belong to any specific (111) plane and is constricted 
along its entire length, since the helical turn has inherited the <121> contour of the initial 
loop. 
 
The helical turn is an obstacle that pins the first dislocation because it can glide only in the Y-
Burgers vector direction and not the X-glide direction. As the applied stress is increased, the 
second dislocation approaches. The two dislocations repel each other since they have the 
same Burgers vector. The portion of the helical turn near the second dislocation rotates and 
becomes perpendicular to the latter. This configuration (with perpendicular dislocation 
segments) minimizes the elastic repulsion between them. The same effect is observed with 
repulsive dislocation junctions. The rotation of the jogs implies a contraction of the helical 
turn and an extension of one arm of the first dislocation in an upper (1-11) glide plane, where 
it locally dissociates. 
 
When the second dislocation comes into contact with the helical turn, the contact is punctual. 
The two dislocations spontaneously exchange arms, after which the helical turn is shared by 
the two dislocations, as seen in Fig. 1(c). Each jog now connects one segment of the first 
dislocation to another segment of the second dislocation. During this process, the upper 
dissociated arm continues to expand and bows out, being repelled by both the second 
dislocation and the applied stress. Then, this segment undergoes an Orowan process, unpins 
and leaves behind the second dislocation that now contains the helical turn (Fig. 1(d)). The 
net result is the absorption of the Frank loop into the core of a screw dislocation and the 
transfer of the other dislocation through the initial helical turn with re-emission in an upper 
(1-11) plane (elevator effect). 
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Y = 
110 

Z = 
1-11 

(a) 

X =   1-
1-2 

(b)

Fig 1.: Configuration SD/W- with two screw dislocations: snapshots shown at 5MPa, 15ps 
(a), 40MPa, 89ps (b), 180MPa, 153ps (c), 180MPa, 169ps (d) 

(c) (c) 

 
 
3. Conclusion 
 
It was seen that Frank loops can be unfaulted and absorbed by dislocations thanks to 
mechanisms that require cross-slip. Thus, loop absorption is controlled by parameters that 
control cross-slip (temperature, SFE, stress rate, non-glide stresses). The interaction matrix in 
Tab. 1 shows that screw and edge dislocations behave differently. Edge dislocations mainly 
shear the loops and are weakly pinned whereas screw dislocations are strongly pinned, 
systematically unfault the loops and broaden the channels thanks to the elevator effect. 
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Displacement cascades occur on existing radiation damage in highly irradia-
ted materials. This phenomenon, so-called cascade overlapping, potentially 
changes morphology of pre-existing point defect cluster such as dislocation 
loops. In this study, displacement cascades in bcc Fe matrix containing an SIA 
loop are studied using molecular dynamics simulations. Computation box of 
bcc Fe with size of 36x36x36nm containing 4M atoms is used for the simula-
tions. A <111>a0 SIA loop of 1~4nm in diameter is located at the center of the 
box, and then 50keV kinetic energy is given to the primary knock-on atom near 
the SIA loop at 600K so that displacement cascade evolves over the SIA loop. 
Small SIA loops with the size around 1nm disappear after displacement cascade 
overlapping and no significant effect on displacement cascades is observed. SIA 
loops with size of 2nm and 4nm remain at their original position, but SIA loops 
sometimes become lager after displacement cascades. Furthermore, in some 
cases, the Burgers vector of the SIA loop changes after cascades, which has not 
been observed for such large size of SIA loops in molecular dynamics simulati-
ons as a thermally activated process.
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ABSTRACT 
 
 
We report thermally activated transport of prismatic dislocation loops in BCC metals by 
investigating their equilibrium structures, i.e., atomic configurations of grand state and saddle 
point, in a lattice model. According to an analysis in terms of a line tension model, two 
different types of saddle point configurations are considered to exist for dislocation loops, and 
the energetically lowest configuration is supposed to be realized in the thermally activated 
motion. The structural properties of the prismatic loops, in particular, in groups 5B and 6B 
transition metals, are well agreement with the analysis in terms of the line tension model. 
 
1. Introduction 
 
Computer simulations have shown that interstitial-type dislocation loops (I-loops) in BCC 
metals execute one-dimensional (1D) migration with high mobility. The 1D motion has 
profound significance on micro structural evolution in irradiated metals. In particular, it plays 
an important role in the production bias model. We have so far studied the 1D motion of the 
dislocation loops on the basis of a line tension model (LTM) where the dislocation loops are 
assumed to be a flexible elastic string [1]. According to our early work, it is possible to be two    
different types of saddle point configurations corresponding to the trivial and typical 
double-kink type solutions, and the lowest structure with respect to energy should be selected 
in the actual thermally activated transport. In the analysis on the basis of the LTM, we assume 
that the dislocation loops are located on a definite habit plane in the grand state. The purpose 
of the present paper is to calculate equilibrium structures of the I-loops in an actual lattice 
model using an empirical interatomic potential and investigate the validity of the analysis 
performed in the LTM. The saddle point configurations of the I-loops are determined by 
nudged elastic band method [2]. We here deal with regular hexagonal I-loops in BCC metals, 
Fe, Ta, and W, and compute their equilibrium structures of the grand state and saddle point. 
The analysis in the LTM is not appropriate to explain the atomic configurations of I-loops in 
Fe. On the other hand, the structural properties of I-loops in Ta and W are good agreement 
with the expectations derived from the LTM. 
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2. Numerical methods 
 
We use here the embedded atom method (Finnis-Sinclair potential) [3] to represent the 
empirical potentials of the BCC metals. The single self-interstitial atom (SIA) is denoted as I 
and n-number SIA cluster is In. The number of SIAs, n, in the k-th hexagonal I-loop is 
represented as n=3k(k+1)+1. Therefore, prismatic loops dealt with in the present paper are 
denoted as I7, I19, I37, I61, etc. We use simulation box with about 104,000 atoms and the I-loop 
is embedded in the center of the simulation box, as shown in Fig. 1. The Burgers vector is 
denoted as b=1/2[111] in BCC. Then, the sense vector of a pure edge dislocation is denoted as 
a=1/3<11-2>. The periodic boundary conditions are imposed on the [111] direction. 
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Fig. 2: Activation energy for a variety size of 
I-loops in W. Two different types of saddle points 
appear for the 7, 10, 13, 16-th I loops. 
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the present work and embedded  
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3. Results 
 
The I-loops in Fe are not strictly located on the {111} plane in the grand state because of the 
formation of the intrinsic kinks, as pointed out by Wirth et al [4]. Therefore, it is not valid to 
apply the analysis on the basis of the LTM. On the other hand, sufficiently large I-loops in Ta 
and W are exactly located on the {111} plane. Therefore, we can easily observe the structural 
properties expected in analysis in terms of the LTM. From now on, we will mention the 
I-loops in W in detail. As shown in Fig. 2, every three I-loop, i.e., the 7, 10, 13, 16-th I-loops, 
has relatively large activation energy. Therefore, these I-loops are supposed to be very stable 
but we have not considered the reason yet. Anyway, we can clearly show the existence of the 
two different types of saddle point configurations for these I-loops. As an example, the atomic 
configurations of I817 in W will be mentioned. The two transition paths from one stable state 
to the next one are shown in Fig. 3. The paths A and B pass through saddle points 
corresponding to the trivial and double-kink type solutions, respectively. The activation 
energy for path B is smaller than that for path A. The profiles of the dislocation line are shown 
in Fig. 4. In this case, the position of the dislocation line is defined as the coordinate of the 
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center of the dislocation core. The perimeter of the I817 is 96a, and the cause of the singularity 
appearing every 16a in the profiles is supposed to be corner effects of the prismatic loop. The 
lines (a) and (b) represent the profiles of the I-loops in the neighboring grand state (GS); (c) 
and (d) are saddle point configurations of the I-loops corresponding to the trivial and 
double-kink type solutions, respectively. In fact, the line (c) is relatively curved compared 
with the line (d). 
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4. Discussion 
 
We calculate equilibrium structures of the prismatic I-loops in BCC metals, Fe, Ta, and W. 
Because the intrinsic kinks are nucleated on the dislocation line of the I-loops in Fe, the habit 
plane is not {111} plane. Therefore, the analysis on the basis of the LTM cannot be applied 
for I-loops in Fe. However, sufficiently large I-loops in Ta and W are exactly located on {111} 
plane. Let’s consider Gb2, i.e., energy density of dislocation line, to explain it. The values of 
Gb2 are 4.69, 6,75, 12.06 (nJ/m) for Fe, Ta, W, respectively. Therefore, shorter I-loops are 
favorable for Ta and W, and the {111} habit plane is realized so as to reduce the elastic energy. 
In our early work [1], we have introduced the concept of the critical size for SIA clusters to 
classify point defect and dislocation. According to the criterion, small I-loop, I169, in W is 
supposed to be classified into point defect. 
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 Atomic-scale mechanisms of cleared channels formation 

in neutron-irradiated fcc metals. 
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 Clusters of self-interstitial atoms (SIAs) and vacancies are formed directly in high-
energy displacement cascades in all metallic structural materials. In low stacking 
fault energy (SFE) metals they can be faulted and perfect interstitial loops (IL) 
which are sessile and glissile, respectively, and stacking fault tetra¬hedra (SFTs). 
These defects are obstacles for dislocation motion and sources for strengthe-
ning, hardening and loss of ductility of irradiated metals. These eff ects are often 
accompanied with a yield drop (strain softening) and plastic instability when si-
gnifi cant plastic deformation occurs within a limited volume. These shear bands 
can also be cleared of radiation induced defects, leading to so called cleared 
channels. This phenomenon leads to unexpected material failure and is exten-
sively studied by experimental and theoretical methods using a multiscale ap-
proach. A successful model for mechanical properties prediction must be able to 
describe creation and evolution of cleared channels which is impossible without 
knowledge of the atomic scale mechanisms of dislocation generation and moti-
on through the high density of radiation defects (up to ~1024m3, i.e. about 10nm 
distance between defects). Due to small scale and fast, non-equilibrium condi-
tions the atomic scale modelling is the only technique that permits the neces-
sary information to be obtained. In this paper we present results of large-scale 
atomistic modelling of edge and screw dislocations interaction with IL and SFTs 
in model Cu crystals. We report a number of diff erent mechanisms and suggest 
a possible scenario for how shear bands can be cleared of radiation defects. The 
results are discussed and compared with experimental observations.

Research sponsored by the Division of Materials Sciences and Engineering and 
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Influence of inertia on dislocation dipoles strength
L. Pillon 1, C. Denoual 1, R. Madec 1, Y.P. Pellegrini 1

1CEA/DAM Ile de France, DPTA, BP n°12, 91680 Bruyères-le-Chatel, France

The stability of an edge dislocation dipole is analyzed with two different simu-
lation techniques. The first one utilizes the Peierls-Nabarro Galerkin method 
(PNG), where the time-dependent displacement field around dislocations is 
computed with a finite-element code. The method, used as a reference, natural-
ly accounts for inertial effects and reproduces unsteady dislocation motion with 
accompanying stress waves emission when dislocations slow down. The second 
technique uses a two-dimensional dislocation dynamics code, which relies on 
expressions for relativistic effective dislocation masses and related analytic ap-
proximations of the interaction force. Comparison between the results obtained 
with the two dynamic techniques in the plane (viscosity, driving force) shows 
that inertial effects in this configuration are important at high dislocation veloci-
ty. These effects are also studied as a function of the distance between the two 
slip planes.
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A First Principles Study of Palladium in Silicon Carbide
Guido ROMA

Service de Recherches de Métallurgie Physique, CEA Saclay, 91191 Gif sur Yvette, France

Silicon carbide has been used in nuclear industry and is still considered as a coa-
ting material for nuclear fuel. Its main role should be to retain fission products. It 
has been observed, however, that some fission products, like palladium and sil-
ver, attack the SiC layer and are supposed to be responsible for corrosion of the 
material, which could facilitate fission products release. We used first principles 
calculations based on Density Functional Theory (DFT) in order to investigate 
the energetic, structural, and kinetic properties of Pd impurities inside beta-SiC; 
we obtained solution and migration energies in pure SiC and use them to dis-
cuss some basic thermodynamical issues of the corrosion process. Moreover we 
consider some possible effects of the disorder which is known to be induced by 
irradiation in the form of amorphised regions.
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Physical-chemical investigation and modeling of netlike 
polymerization of negative SU-8 resist during X-ray 

lithography processes
Elena Reznikova 1, V. Nazmov 1, J. Mohr 1, A. Last 1

1Institut fuer Mikrostrukturtechnik / Forschungszentrum Karlsruhe, 76021 Karlsruhe, Germany

The physical-chemical properties of SU-8 polymer, the mechanisms of X-ray li-
thography processes and the criteria of their optimization are discussed.

Layers of multi-component SU-8 resist were investigated by the FT-IR spec-
troscopic method for a wave number range of 600 - 5000 cm-1 after each X-ray 
lithography process step (pre-exposure baking, exposure, post-exposure ba-
king, development). The doses of absorbed X-ray radiation were varied from 
0.1 J/cm3 to 6000 J/cm3 with uniform dose distribution in the layer depth. It was 
found that the monomers (a diglycidyl ether of bisphenol A novolac) are bon-
ded to each other in initial pre-polymer by means of the end epoxy groups. 
A disruption of the epoxy groups of the pre-polymer molecules as well as a 
formation of polymer ester bonds occur during both the exposure process and 
post-exposure baking. The relative quantity of disrupted epoxy groups and the 
correspondent amount of a new formed polymer bonds in the resist layer are 
grown with an increase of the dose of the absorbed radiation up to saturation 
at about 1000 J/cm3.

The dose dependence of a relative number of monomers in the insoluble phase 
of the polymer after the development process corresponds to the characteri-
stic curve of a relative residual thickness of the resist layer. The dose of about 1 
J/cm3 is a threshold for an appearance of the insoluble phase of the layer on a 
substrate surface. At approximately 30 J/cm3 the shrinkage of the layer with the 
insoluble phase is close to zero. The experimental determination of the mass 
ratio of the insoluble and soluble phase in the resist layer in dependence on the 
dose of absorbed X-ray radiation are in quantitative agreement with results of 
the statistics modelling of netlike polymerization which includes the calculati-
ons of the quantity of absorbed photons and the track lengths of photo- and 
Auger-electrons.
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Modeling of  Irradiation of Titanium Powder With Nd:
YAG Laser
DILIP SRINIVAS S

 B-5/145 KAILASAPURAM TOWNSHIP, BHEL TRICHY, 620014 TRICHY, India

Rapid Prototyping using selective laser sintering is a popular method used to 
develop prototypes that can be used for functional applications. In this paper, 
a three-dimensional Computational Fluid Dynamics (CFD) model of selective 
laser sintering of titanium powder is presented. The model predicts the tem-
perature distribution in a bed of titanium powder when an Nd: YAG laser beam 
in continuous wave mode of wavelength 1.06 µm, spot radius 0.025 mm and 
power 2 W is focused on the bed. The model incorporates temperature depen-
dent convection and radiation boundary conditions. The thermal conductivity 
is modeled as a non-linear property. The kinetics of sintering is realized in the 
model through thermal conductivity. The model also incorporates temperature 
dependent radiation properties of the material. The results clearly demonstrate 
the pattern of energy flux dispersion in the bed that is under the laser scan. The 
results obtained are in good agreement with the previous experimental results 
reported in literature.
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 Atomistic simulations of irradiated magnetic nanocrys-

talline iron 

  Maria Samaras  1 , P.M. Derlet  1 , H. Van Swygenhoven  1 , M. Victoria  1,2,3     

   1 Paul Scherrer Institute, 5232 Villigen, Switzerland
 2 Lawrence Livermore National Laboratory, United States of America

 3 Polytechnical University of Madrid, Spain

  

 Atomistic simulations provide an understanding of microscopic properties 
which infl uence a material’s lifetime. Such an understanding is important for un-
derstanding the formation of damage defect structures produced in irradiated 
materials. Grain boundaries have been seen to signifi cantly infl uence the fi nal 
damage state of irradiated materials both experimentally and computationally. 
Recently, ab initio calculations of iron have demonstrated the importance of ma-
gnetism in the energetic ordering of single interstitial dumbbell defects, where 
the most stable structure is the 110 dumbbell rather than the 111 dumbbell. This 
has important consequences for interstitial migration and therefore will infl u-
ence the fi nal defect structure of irradiated materials. In past work, irradiation 
of nanocrystalline fcc Ni has revealed that grain boundaries in the proximity 
of a cascade will act as interstitial sinks. In the present work we use molecular 
dynamics simulations of displacement cascades in nanocrystalline Fe using the 
recently developed magnetic potential in order to investigate the infl uence of 
magnetism during the primary damage state in the presence of grain bounda-
ries and compare the results with previous explicitly non-magnetic empirical 
potentials for Fe.
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The stability of vacancy clusters in fcc crystals
Mikhail Starostenkov

Altai State Technical University, Lenin st., 46, 656038, Barnaul, Russia

The present paper deals with the research of vacancy clusters stability in fcc 
metals Ni, Cu, Al by the method of molecular dynamics. The calculated block 
of an ideal crystal contained 27000 atoms in the model. Periodical boundaries 
were applied on its block. Interatomic interactions were described by pair cen-
tral Morse potentials, which parameters were determined by experimental data 
of overall pressure module, sublimation energy and lattice parameter. Vacancy 
clusters were constructed by the removal of corresponding atoms from the cal-
culated block. The following types of clusters were studied: pores, vacancy discs, 
stacking fault tetrahedrons, vacancy “tubes”, which were constructed by the re-
moval of the part of closely-packed atomic row, accidentally distributed single 
vacancies. The number of vacancies in every case varied from several units to se-
veral hundreds. The annealings of crystal block at the temperature from 0.5Tmelt 
to Tmelt during 100-500 ps with further cooling to the temperature of about 0 K 
were made to determine clusters stability. Diffusion coefficient and potential 
energy of the calculated block were calculated after cooling. It was studied the 
structure of crystal block by the visualizators of distribution of potential energy 
and atomic displacements.

According to molecular-dynamic experiments vacancy clusters having tetra-
hedron form were more stable and energetically profitable. The sides of the te-
trahedron were oriented along the planes [111] and looked like stacking fault 
defects, sides – as partial dislocations oriented along the directions <111>. The 
sides of such tetrahedrons can be interpreted as vacancy disks. All the types of 
the considered vacancy clusters tended to take a tetrahedron form. Similar sta-
cking fault tetrahedrons were stable until melting temperatures. Pores were less 
energetically profitable than flat clusters. Diffusion at the presence of pores in 
the crystal took place mainly along internal surface by so-called “rolling stone” 
mechanism. In a whole, it was found that the bigger the size of a cluster, the less 
mobility it had. In this connection, activation energy of diffusion with cluster 
migration was bigger.
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Point Defects and Their Influence on Thermoactivated Disordering Process 
of Ni3Al Intermetallide 

 
 

Mikhail D. Starostenkov, Gennady M. Poletaev, Natalia B. Cholodova 
 
 

Lenin st. 46, Altai State Technical University, Barnaul, 656038, Russia, 
genphys@agtu.secna.ru 

 
 

ABSTRACT 
 
 

The role of different point defects (vacancies, interstitials and their complexes, Frenckel pairs) 
in diffusion processes leading to the disordering of Ni3Al intermetallide was studied by the 
method of molecular dynamics. The temperature of the beginning of the disordering process 
and it’s velocity for different types of point defects were determined. It was shown that 
interstitial atoms could form the complexes. The complexes were able to move collectively 
forming the disordering area. The effect of unification of point defects groups and their 
collective participation in a diffusion process of disordering can be characterized on the bases 
of self-organization conception of the system in a dynamics of a thermal activation process. 
 
 
1. Introduction 
 
Intermetallide Ni3Al have an important property for practical use – positive temperature 
dependence of the yield stress [1]. Similar property of the ordered alloys and intermetallides 
has been the subject of scientific researches for more than fifty years. However, the exact 
presentation on the mechanisms realized in the materials at the atomic level and leading to a 
similar dependence at the macroscopic level is absent. It is evident that the disordering 
process gives contribution in such property of the material. The peculiarities of diffusion 
mechanisms taking place at different temperatures are connected with this phenomenon. Point 
defects and their combinations should play an important role in such processes. 
In the paper, the research of the influence of point defects (vacancies and their complexes, 
interstitial atoms) on the processes of Ni3Al intermetallide thermoactivated disordering was 
made. A two-dimensional crystal of Ni3Al intermetallide with the packing of atoms 
corresponding to the plane {111} of fcc lattice of L12 superstructure is chosen as the research 
object. The study of diffusion peculiarities in a two-dimensional crystal is of independent 
importance because similar processes in them have as general characteristics with volume 
crystals so the definite deviations. The study of similar problems is also important for the 
materials design on the basis of nanotechnologies. At the same time, it is possible to solve the 
problems of a computer simulation conformably to volume materials on the example of a two-
dimensional crystal. 
 
 
2. The Model 
 
Computer simulation was made by the molecular dynamics method. The crystal block under 
study contained the cell consisting of 10000 atoms. The given structure repeated by periodical 
boundary conditions outside the cell. The interactions between different pairs of atoms were 
given by Morse potential functions. The interaction radius spread to 8 Å. The movements of 
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atoms in a molecular dynamics model were described by Newton differential equations. The 
temperature of the calculated block was given through the initial velocities of the atoms 
movements. Every atom had an initial velocity which was equal to root-mean-square velocity 
corresponding to Maxwell distribution multiplied by 2 . The directions of the initial 
velocities were given accidentally. However, the total impulse of all the atoms in the 
calculated block was to be equal to zero. Step interval of the movement equation was equal to 
10-14 s. The equality of the total impulse to zero was controlled [2]. 
The definite types of point defects were introduced in the calculated crystal block. Then, it 
followed the system relaxation by an impulsive heating of about 0 K with the following 
cooling by the energy dissipation outside the calculated crystal block. Then the direct 
computer experiment consisting in an impulsive heating of the system to the definite 
temperature and the following material hardening took place. Structure-energetical 
reconstruction of the material was analyzed using different visualizators such as the change of 
closely-packed atomic rows, the visualizator of a radial distribution of atoms in the 
dependence on distance [3]. 
 
 
3. The Results and Discussion 
 
The temperature of diffusion beginning in an ideal crystal approached to the melting 
temperature of Ni3Al alloy. Crawdion and ring mechanisms of atoms displacements taking 
place only over the components sublattices were found at the first stages. They did not cause 
the system disordering. Ring displacements took place near the melting temperature and more 
higher temperatures over the sublattices Ni and Al, and led to the disordering. Dynamical 
Frenckel pairs began to form at those temperatures. 
The temperature of diffusion beginning and the appearance of disordering areas considerably 
decreased at the presence of point defects. The value of temperature decrease was directly 
connected with the level of a local tension in a crystal energy. The tensions were caused by 
point defects and energy increase brought by the defect in a total crystal energy. 
The picture of a local tension distribution near point defects is seen in Fig. 1, 2. 
 

          
a)                                        b) 

Figure 1. The displacements of atoms near the vacancies of Al (a) and Ni (b). The scale of the 
displacements is increased in 10 times. Black atoms – Ni, grey – Al. 

 
Two configurations – a vacancy in Ni site and a vacancy in Al site are possible at the presence 
of vacancies in the material. The configurations in L12 superstructure of the plane have 
different surroundings. That is why, the structure of local displacements near the vacancies is 
different; displacements near the vacancies in Al site are corresponded to the deformation of 
an overall pressure. More complex view of local atomic displacements is observed near the 
vacancies in Ni site. There are four variants of distribution of interstitial atoms Ni and Al in 
the mentioned superstructure type. Two of them have a local radial symmetry. It can be seen 
in the picture of local displacements distribution near interstitial atoms. In these cases, the 
inculcated atoms of Al or Ni are situated in the triangle center of the nearest neighbors of Ni 
atoms. When the triangle consists of two atoms Ni and one atom Al, the picture of local 
displacement appears to be slightly asymmetric. In a whole, the picture of atoms displacement 
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corresponds to a local tension deformation. The total deformation value near interstitial atoms 
is considerably bigger in comparison with the deformation near vacant sites. 

 

        
a)                                                b) 

        
c)                                               d) 

Figure 2. The displacements of atoms near interstitial Ni atoms in the configurations Ni-Ni-Al 
(a), Ni-Ni-Ni (b) and Al interstitial atoms in the configurations Ni-Ni-Al (c), Ni-Ni-Ni (d). 

The scale of the displacements is increased in 10 times. 
 
It is evident that eight combinations of Frenckel pairs are possible in this superstructure type. 
Volume alloy crystal of L12 superstructure can have vacancies in two types of sites: Ni and Al 
as in a two-dimensional crystal. Radial symmetry of local displacements of neighboring 
atoms corresponds to the vacancy in Al site. The anisotropy of components atoms distribution 
is noticed near the vacancy in Ni site. 
The definite sets of point defects were introduced in the calculated block of crystal. Then the 
crystal was impulsively heated to the definite temperature, it was being kept at those 
temperature during some time. Further, the hardening procedure was made by the dissipation 
of a kinetic energy component outside the calculated block of crystal. The analysis of a final 
state of the system was fulfilled using the definite visualizators. The first diffusion 
displacements of atoms by crawdion and ring mechanisms were found in an ideal crystal only 
at high temperatures. The displacements took place only over the sublattices of the 
components Ni or Al. But, the superstructure order was not broken. 
Dynamical Frenckel pairs begin to appear at the temperatures close to the melting temperature 
in the places of the appliance of atoms crawdion displacements in two closely-packed 
directions. Their number is insignificant at the first stages. They are being observed for a 
short time and recombined rapidly. The atomic displacements take place as broken chains 
trajectories of the atoms displacements relatively to the interstitial atom. The vacancy can be 
stable. The displacement of atoms takes place over the sublattices Ni and Al and the 
disordering along the migration trajectories can be noticed. The number of Frenckel pairs 
increases with the growth of temperature and time of an impulsive heating. The unification 
process of interstitial atoms in aggregates, the formation of free vacancies, their unification in 
the divacancies and complexes are observed. 
The temperature of the beginning of diffusion processes considerably decreases after the 
introduction of point defects. The value of the temperature decrease is directly connected with 
the level of local stresses, causing the presence of point defect in the crystal. It concerns the 
proper interstitial atoms and interstitial atoms of Frenckel pairs. The temperature of the 
beginning of the superstructure diffusion reconstruction corresponds to 50-100 K. Then it 
follows a big enough interval – to 600 K. Considerable diffusion transformations are not 
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observed when the crystal structure have some vacancies, the diffusion is seen only at the 
order temperature 400 K. At higher temperatures, the vacancies begin to contribute in the 
disordering process. 
All the mechanisms make some contribution in a diffusion process. The disordering process 
develops with a big velocity. The displacements of atoms in the crystal having two vacancies 
and one interstitial atom are shown in the Fig. 3 (a) as an example. The crystal is impulsively 
heated at the temperature 1100 K during 20 ps. One of the vacancies is located nearer to the 
interstitial atom. As it is seen from the figure, the biggest displacements of atoms along the 
complex crawdion trajectory are found relatively the interstitial atom. The neighboring 
vacancy displaces also over a long trajectory. But, it is worth to note that those defects 
remove from each other. The displacement trajectory of a free vacancy is directed to the side 
of an interstitial atom located in a new state. Here, crawdion displacements of atoms can be 
observed. 
 

     
a)                                                                  b) 

Figure 3. a) The picture of the trajectories of atoms displacement. Black atoms – Ni, grey – 
Al. 1, 2 – the start position of vacancies; 1’, 2’ – the final position of vacancies; 3 and 3’ – the 

start and final positions of the interstitial atom. b) The picture of the change of the crystal 
phase composition. The black color corresponds to order phase Ni3Al, grey – Ni2Al, point – 

disorder phase. 
 
The picture of the change of phase composition is presented in Fig. 3 (b). The elements of 
different phases determined by a short order are marked by the following symbols. It is seen 
from the figure that maximum order break is observed along the trajectories of atoms 
displacements relatively the interstitial atom. The germs and clusters of Ni2Al phases appear 
inside the disordering area. The following point defect is a vacancy neighboring to the 
interstitial atom. The appearance of germs and clusters Ni2Al is noticed in a disordering zone. 
The least order break is observed in a zone of the removed vacancy migration. The germs of 
Ni2Al phase are found in this zone. 
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Fe-Cr binary alloys are model materials for low activation ferritic/martensitic 
steels considered as structural materials in advanced nuclear power systems 
(ADS, fusion and GenIV reactors). The presence of Cr is known to determine good 
swelling resistance, which is critical parameter under irradiation. In a production 
bias model framework, proper understanding of the relative stability and mobi-
lity of point defect clusters is necessary to predict the process of formation and 
growth of the voids.

In this work we present results obtained by using a combination of atomistic 
modelling techniques, i.e. ab initio, molecular dynamics (MD) and damage accu-
mulation models. One technique is used to parameterize the other one, so only 
few assumptions have been made, thereby providing a consistent example of 
multi-scale modelling. We first give a characterization of point defect properties 
in the Fe-Cr alloy as predicted by ab initio versus MD results, thereby showing 
the validity of the used interatomic potential, while comparing the results with 
available experimental data. Subsequently, the results of this study for the mo-
bility of point defects and clusters have been used in a coarser-grained model 
to reproduce high-energy electron irradiation and its annealing in Fe-Cr for the 
stages of interstitial migration. The obtained results are discussed in the light of 
existing experimental observations.
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ABSTRACT 

Understanding how the defects formed during radiation damage evolve with time is a key 
component to predicting materials performance during irradiation.  This problem is inherently 
multiscale, involving time scales from ps to years and length scales from nanometers to meters.  
Here, we give an overview of our work on radiation damage in MgO.  Molecular dynamics is 
used to simulate the production of defects during collision cascades.  We describe accelerated 
dynamics simulations, used to probe the long-time behavior of defects formed in collision 
cascades in MgO in which we find surprisingly high mobilities for larger interstitial clusters.  We 
gauge the impact of these high mobilities with simple chemical rate theory models and find that 
these interstitial clusters and their high mobilities do impact predicted interstitial loop size. 

1. Introduction 

The phenomena associated with the production of radiation damage and its subsequent evolution 
are both complex and inherently multiscale.  Damage is produced at the atomic scale via the 
collision of atoms.  These collisions are both fast, lasting picoseconds, and confined to small 
dimensions (nanometers to fraction of a micrometer).  However, as this damage evolves over 
longer time scales, it can take the form of voids or other complex microstructure, giving rise to 
macroscopic phenomena such as swelling and cracking which can take years to develop.  This 
ultimately leads to, in for example a nuclear fuel application, failure of the fuel pin.  No one 
simulation method can span all of these time and length scales.  Any approach that focuses on 
just one method will be inadequate, missing key physics critical for accurate predictions of fuel 
performance.  Thus, it is an absolute necessity to develop multiscale approaches that span both 
the time and length scales associated with radiation damage evolution in an irradiated material. 

The term “multiscale modeling” has various meanings, depending on the context.  Typically, 
multiscale modeling is subdivided into two categories:  concurrent and sequential, or parameter 
passing.  Concurrent multiscale modeling mixes different levels of modeling into the same 
simulation.  For example, approaches that link an atomistic description of some key region of a 
problem (such as a crack tip) with a continuum level description of material far from the critical 
region are one type of concurrent multiscale modeling (see, e.g., [1]).  Such approaches allow one 
to reach much larger length scales, but typically do not solve the time scale problem as the 
achievable times are limited by the most accurately described region. In the case of the crack tip, 
this would be the atomically resolved region, which, using a standard molecular dynamics (MD) 
description, would limit the times to nanoseconds. 
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The alternative is sequential multiscale modeling.  In this approach, one level of modeling is used 
to characterize some properties of the material which are then used as input into a higher level of 
modeling.  Typical examples of this approach include those that determine defect kinetic 
properties from an atomistic description (density functional theory or an empirical potential, for 
example) and feed those to something like kinetic Monte Carlo (KMC).  These methods have the 
advantage of decoupling the different levels of simulation, overcoming the time-scale issue with 
concurrent multiscale modeling.  However, this is also their disadvantage, in that there is no 
direct link or feedback between the different levels of simulation. 

In this paper, we give an overview of our work on radiation damage in MgO [2-4].  We describe 
one approach to sequential multiscale modeling.  We use MD to probe defect production during 
collision cascades in MgO.  We then use temperature accelerated dynamics (TAD) [5] to probe 
kinetic behavior of the resultant defects out to long times.  Finally, we use chemical rate theory 
(CRT) to qualitatively probe the impact of those kinetic properties on experimental observables, 
such as interstitial loop size.

2. Methodolgy 

As mentioned we use a combination of MD, TAD and CRT to probe the production of defects, 
their long-time evolution, and their impact on macroscopic observables.  These methods have 
been extensively described elsewhere.  Here, we give just a brief overview of the methods. 

MD is ideal for short-time, non-equilibrium situations such as the collision cascade stage of a 
radiation damage event.  These events last on the order of ps and are highly non-equilibrium, 
making methods that rely upon the assumption of events governed by transition state theory 
(TST) unsuitable for this regime.  In our MD simulations, we use a standard Buckingham 
potential with a Coulomb term for long-range electrostatics (potential parameters for MgO are 
described in Ref. [3]).  Standard considerations when performing collision cascade simulations 
were applied (e.g., ZBL, thermostatic boundaries; see Ref. [3]).  The MD simulations were used 
to simulate the production of defects during collision cascades and determine the number and 
nature of those defects. 

In order to probe the long-time behavior of those defects, we used TAD [5].  TAD involves 
running MD at a temperature higher than that of interest, which accelerates the rate at which 
events happen.  However, this MD is constrained so that, when events occur, they are 
characterized by finding their saddle point, and then the trajectory is placed back in the original 
state, so that events are not allowed to actually occur at the high temperature.  With knowledge of 
the saddle point energy, the times of events at the high temperature can be extrapolated to the low 
temperature of interest.  Once a stopping criterion is met, the event with the shortest time at the 
low temperature is accepted and the system moved to the corresponding state.  This procedure 
gives exact state-to-state dynamics if harmonic TST holds for the system.  See Ref. [6] for more 
details on the TAD procedure.  All of the simulations described here are for a low temperature of 
300 K.  Using TAD, we are, in some cases, able to achieve simulation times of seconds for 
defects in MgO. 

Finally, we also use CRT to obtain some insight into how defect properties impact larger-scale 
phenomenon.  CRT is a well established modeling method; please see Ref. [4] for details on the 
particular implementation used here. 

Multiscale modeling of irradiation and aging of materials

798



2. Defect Properties in MgO 

1.1 Defect production 

Using MD, we performed collision cascade simulations for several primary knock-on atom 
(PKA) energies and directions.  Fig. 1 shows the results of a typical simulation for an Mg PKA 
with an energy of 0.4 keV.  Only a few point defects remain after the cascade has settled.  Two 
interstitials have combined to form an interstitial dimer.  Such aggregation of point defects is 
typical of all of our simulations.  We also observe, both from these cascade simulations as well as 
the TAD simulations, that interstitial mobilities are much larger than vacancy mobilities. 

Figure 1.  Evolution of a 0.4 keV cascade in MgO.  Red objects represent O, blue Mg.  Spheres 
are interstitials and cubes vacancies.  After the cascade has settled, two vacancies, one of each 
type, and two interstitials, again one of each type, remain.  After several ps, the two interstitials 
combine to form an interstitial dimer, labeled A in frame (c).  This figure originally appeared in 
Ref. [4]. 

We also performed cascade simulations for PKA energies of 2 keV and 5 keV, over a number of 
directions on both sublattices.  The results of all our simulations are given in Table 1.  As 
expected, the number of defects increases with increasing PKA energy.  The number of mono-
interstitials and mono-vacancies is roughly equal for both sublattices (O and Mg).  We also find 
that as the PKA energy is increased, more defect clustering occurs.  For the larger energies, we 
observed some larger clusters than reported in Table 1, including 3- and 4-atom interstitial 
clusters.  For the most part, however, the defects produced are dominated by mono-interstitials 
and mono-vacancies. 

Table 1 Defects produced in collision cascades in MgO, measured as the number of Frenkel 
pairs remaining after 8 ps of MD.  Also given are the distribution of various defect types. 
PKA
energy
(keV) 

Number of 
trajectories 

Number
Frenkel
pairs

Mono-int
(O/Mg) 

Mono-vac
(O/Mg) 

Di-int Di-vac Perfect
lattice

0.4 20 10 3/1 5/3 3 1 13
2 12 84 21/24 33/30 15 6 0
5 12 216 57/62 78/80 39 15 0

1.2 Defect kinetics 

Multiscale modeling of irradiation and aging of materials

799



The long-time behavior of representative defects seen in the collision cascades were probed using 
TAD.  We examined two types of behavior:  defect aggregation and the kinetic properties of the 
resulting defect clusters  While point defects are stable on the ps time scales associated with the 
MD simulations, we find that, given enough time, they often harmlessly recombine, completely 
healing the crystal.  For example, in Fig. 2A, we show a TAD simulation of the recombination of 
an interstitial dimer with two vacancies.  The initial configuration is very similar to that found at 
the end the collision cascade shown in Fig. 1.  On the time scale of ps in the MD simulation, this 
was a stable configuration.  However, the TAD shows that on the longer time scale of ms, the 
dimer is able to diffuse and recombine with first one of the vacancies and then the other, resulting 
in a perfect crystal after 10 ms.  Depending on flux conditions, the time scale of ms might still be 
short compared to the time between damage events in such a region of material. 

Figure 2.  Results of TAD simulations at room temperature on point defect annihilation and 
aggregation.  In all frames, blue represents Mg species, red represents O species, light-colored 
spheres are vacancies and dark-colored spheres are interstitials.  In (A), an interstitial dimer 
recombines with O and Mg vacancies on the ms time scale.  In (B), an interstitial dimer combines 
with an interstitial tetramer to form a 6-atom interstitial cluster which diffuses on the ns time 
scale at room temperature.  The time scale associated with each frame is also given. 

More interesting is the aggregation of defects, as illustrated in Fig. 2B.  Here, we start with an 
interstitial dimer and an interstitial tetramer.  We have found that the tetramer is a particularly 
immobile species, diffusing with a barrier of nearly 1.7 eV.  The dimer, on the other hand, is 
significantly more mobile with a diffusion barrier of 0.75 eV.  On the time scale of seconds, the 
dimer diffuses and is attracted to the tetramer (through higher-order moments of the Coulomb 
interaction) such that the two aggregate to form a six-interstitial cluster.  This hexamer, after an 
annealing phase, exhibits extremely high mobility, diffusing on the ns time scale at room 
temperature.  This structure of the hexamer is actually metastable and will decay on the order of 
years at room temperature to a more stable and less mobile structure.   

We have seen similar behavior for other interstitial cluster defects in MgO.  The five-interstitial 
cluster is particularly rich in this regard [7].  First, two types of pentamer cluster are possible:  
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Mg-rich [Mg3O2]2+ and O-rich [Mg2O3]2-.  Both of these defect types can exist in one of at least 
three different structures, with correspondingly unique kinetic properties.  The properties of 
these, and all interstitial clusters from size 1 to 6, are given in Fig. 3 in terms of their barrier for 
diffusion.  Some preliminary data on cluster size 8 is also given, though we have yet to examine 
clusters larger than size 6 to any great extent. 

0

0.5

1

1.5

2

1 2 3 4 5 6 7 8

cluster size

Ground State Metastable States
Figure 3.  Diffusion barriers found via TAD simulations for interstitial clusters in MgO.  For 
small clusters, there is one structure and thus one diffusion barrier.  However, as the size of the 
clusters increases, multiple structures are found for each cluster size with unique diffusive 
characteristics.  For both types of 5-atom interstitial clusters (Mg rich and O rich), three different 
structures were found.  For both 6- and 8-atom interstitial clusters, we have found two different 
mobile structures. 

1.3 Impact of point defect properties on large-scale phenomena 

An obvious question that arises from the results on the kinetics of defect clusters in MgO is if 
these properties impact experimental observables such as interstitial loop growth.  While the 
metastable forms of these clusters are likely to be unimportant under equilibrium conditions, 
especially at room temperature, they may be crucial to predicting correct behavior in non-
equilibrium environments such as those present during irradiation.  To probe this, we have 
performed CRT calculations using the defect properties determined with MD and TAD at the 
atomic scale.   

Fig. 4 shows the results of our CRT simulations for MgO as a function of temperature once the 
system has reached steady-state.  We performed simulations under two conditions:  one in which 
we assumed only mono-interstitials were mobile and one in which all of the mobilities discovered 
via TAD were included.  We see that including the mobility of larger clusters does change the 
predicted size of interstitial loops by a factor of 3 or so, depending on the temperature.  The 
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effects may be even greater for other conditions, such as when impurities are present, though we 
are just beginning to explore these effects.   

Figure 4:  Results of chemical rate theory simulations on steady-state interstitial loop size as a 
function of temperature when only mono-interstitials are allowed to move (solid points) and 
when the diffusive properties of all clusters, as found in TAD simulations, are included (open 
points).  The mobility of large interstitial clusters changes the loop size predicted at high 
temperature by a factor of 3. 

immobile large clusters

mobile large clusters

4. Discussion and Conclusions 

It is clear from the work presented here that exploring the long time behavior of defects produced 
in collision cascades is crucial for understanding their properties.  While this has been known to 
be true in metals, where very large interstitial clusters can diffuse very quickly, it has only been 
recently demonstrated for ceramics.  Not only do larger defect aggregates exhibit high mobilities, 
they also form in a variety of structures.  Describing this “zoo” of defect types correctly in higher 
level models will be key for predicting materials response in non-equilibrium environments such 
as that present during irradiation.  We are still in the beginning stages of understanding the 
ramifications of the existence of metastable structures for macroscopic phenomena and much 
work needs to be done.  We are currently in the process of developing a KMC model that 
incorporates the defect properties found from MD and TAD.  We will use this to both verify that 
the qualitative predictions of the CRT model are accurate as well as explore other aspects that are 
more difficult to capture in CRT, such as the one-dimensional nature of the diffusion of some of 
the interstitial clusters. 
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We are also beginning to study the impact that impurities, such as Al, have on radiation damage 
response in MgO [7,8].  Our preliminary work suggests that Al impurities affect both stages of 
radiation damage:  the production and the evolution of defects.  Al impurities have a 
homogenizing effect on damage production, reducing the anisotropy of damage production 
normally associated with pristine materials.  On the other hand, the Al impurities act as strong 
traps for defect migration, reducing the overall diffusion length of the defects and rendering, to 
ome degree, the high mobility of larger clusters less important. 

nderstand the 
portance of defect diffusion and cascade overlap on properties such as swelling. 

terize point defect properties in order to accurately predict 
acroscopic response to irradiation. 
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ABSTRACT 
 
 

The structure and properties of the core of a/2 <111> screw dislocations in alpha iron are 
investigated by first principles electronic structure calculations carried out within the DFT 
framework using localized basis functions as implemented in the SIESTA code. The results 
obtained for the {211} and {110} generalized stacking fault energy (γ) surfaces suggest a 
non-degenerate core structure, symmetrically spread across the three {110} planes, in contrast 
with predictions from most empirical potentials. The core structure is investigated using two 
different cell arrangements: a periodic array of dislocation dipoles and a single dislocation 
within the cluster approach. The two sets of results are in very good agreement with each 
other. The degenerate easy core is confirmed to be the most stable structure, in particular with 
respect to the hard core, and the degenerate core decays to the non-degenerate core. The 
displacement field is very close to the elasticity theory. As a first step towards the mobility, 
the energy barrier of the Peierls potential has been calculated. 
 
 
1. Introduction 
 
The anisotropy of plasticity in bcc metals is directly related to the geometry of the core of 
screw dislocations, which was shown to be connected with the shape of the generalized 
stacking fault energy (γ) surface. Calculations in bcc transition metals using Finnis-Sinclair 
type interatomic potentials have predicted a core structure spreading into three {110} planes 
and falling into two classes: degenerate and non-degenerate core structures [1]. The 
comparison with the {110} and {211} γ-surfaces have lead Vitek and Duesbery to propose the 
following criterion for obtaining a core spreading asymmetrically along the <211> directions 
(i.e. degenerate core): 
 

γ{110} b /3( )< 2γ{110} b /6( )     (1) 
 
where γ{110}(b/3) and γ{110}(b/6) are the energy of the b/3 and b/6 faults respectively, for the 
<111> cross section of the {110} γ-surface. According to the γ surfaces obtained within 
density functional theory (DFT) calculations in V, Nb, Ta, Cr, Mo, W and Fe, this criterion 
suggests that all bcc transition metals have a non-degenerate core [2]. Direct calculations of 
the cores have been performed within DFT in Mo, Ta and Fe [2-4]]. In the three cases, the 
core is indeed found to be non-degenerate. The hard core can be either unstable (Mo) or 
metastable (Ta) [3]. Two types of cell geometries have been used: the so-called cluster 
approach, with an isolated dislocation in a “cylinder”, and the dipole approach with periodic 
boundary conditions in the three directions of the supercell making an array of interacting 
dislocations [5]. Flexible boundary conditions have been developed in the cluster approach to 
study the effect of an external stress; they have been applied to determine the Peierls stress in 
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Mo and Ta [4]. The mobility of dislocations in Fe has not been addressed yet, mainly because 
these calculations based on plane wave basis sets are particularly time consuming in Fe. The 
aim of the present work is to achieve it by using localized basis sets and to compare the 
cluster and the dipole approaches (Fig. 1). 
 
 

 

 
 

 
(a) (b) 

Fig. 1. Schematic representation of the unit cells and boundary conditions used for the present 
dislocation calculations within the cluster (a) and the dipole (b) approaches. 
 
 
2. Methodology 
 
The present first principles electronic structure calculations have been performed within the 
DFT framework using localized basis sets as implemented in the SIESTA code. The 
pseudopotential and basis set for Fe – made of only 10 localized functions – have been 
validated by defect calculations [6]. The charge density is represented on a regular real space 
grid with a grid spacing of 0.06 Å instead of 0.08 Å as in previous studies, because of the 
higher accuracy required in the present calculations. This approach has been validated here on 
γ surfaces by performing a comparison with reference plane-wave results obtained using the 
PWSCF code. We have also investigated the effect of the exchange-correlation functional 
(LDA versus GGA). For the core structure, only the results obtained within GGA – which is 
known to perform better for the bulk properties in Fe – are presented. The γ surface 
calculations have been carried out using ten-layer slabs. For the calculations within the cluster 
approach the positions of the outer atoms are fixed to the elasticity theory solution. The unit 
cells for the dipole calculations are similar to the ones proposed in Ref. [2], but with 
additional components of the cell vectors along the dislocation line adapted in order to allow 
for the simulation of both easy and hard cores for every cell size. The effect of the size of the 
supercell has been investigated using cells containing up to 300 atoms.  
 
 
3. Results and discussion 
 
The results obtained for the {110} and {211} γ-lines along the <111> direction are 
summarized in Fig. 2. The effect of the exchange correlation functional is rather large, with a 
25% increase from GGA to LDA. The discrepancy between SIESTA and plane-wave results 
is rather small in comparison; this validates the use of SIESTA for this type of calculations. 
These three sets of results are in very good agreement with Ref. [2]. These {110} γ-lines 
suggest a non-degenerate core structure according to the Duesbery-Vitek criterion. For 
comparison, we have also plotted the result obtained using one of the recently published 
improved empirical potential for iron [7]. A good agreement is obtained with the lower bound 
of DFT results. The complete DFT-GGA γ-surfaces obtained with the SIESTA code are 
represented in Fig. 3. 
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Fig. 2: Relaxed {110} γ-surface along the <111> direction. The x axis is given in units of the 
Burgers vector ½ <111>. 
 
 
The core structures of the a/2 <111> screw dislocation in bcc Fe obtained within the cluster 
and the dipole approaches are in excellent agreement with each other. In both cases the 
degenerate core is found to decay to the non-degenerate structure. The differential 
displacement (DD) maps for the relaxed easy core show no sign of broken symmetry or 
splitting along the <211> directions (Fig. 4.(a)). The relaxed core structures are very close to 
elasticity theory (Fig. 4.(b)) with very small displacements within the (111) plane (Fig. 4.(c)). 
These results are also in very good agreement with Ref. [2]. The magnetic moment on the 
three central atoms is found to be reduced by 0.2 μB compared to the bulk value (2.3 μB) both 
for the easy and the hard cores. 
We have also gained some insight into the mobility of the dislocation by calculating the 
Peierls barrier using the drag method. Further investigations are required to evaluate the effect 
of boundary conditions, but preliminary results suggest significant discrepancies between 
DFT and empirical potential results. 
 
 
 

 
{110} {211} 

Fig. 3: {110} and {211} γ-surfaces in Fe obtained after relaxation within the DFT-GGA 
approximation. The x and y axes are given in units of the Burgers vector ½ <111>. 
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                    (a)             (b)  (c) 

]011[ ]211[

]121[

Fig. 4. (a): Differential displacement map of the relaxed structure of the easy core obtained in 
Fe within DFT-GGA using the cluster approach. (b): Displacement field after subtraction of 
the elastic field and magnification by a factor of 10. (c): Displacement field in the (111) plane 
magnified by a factor of 50. 
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Modeling the effects of irradiation and the need for 
experimental validation

Max Victoria 1,2 
1Instituto de Fusion Nuclear, Universidad Politecnica Madrid, E.T.S. Ingenieros Industriales, José Gutiérrez Abascal 2, 

28006 Madrid, Spain
2Lawrence Livermore National Laboratory, United States of America

The evolution of radiation damage in metals and alloys is an intrinsically “mul-
tiscale” program, but such modeling without experimental validation is ineffec-
tual. The need for a modeling program focused on being able to predict pro-
perties and stability (particularly under irradiation) of ferritic/martensitic steels 
will be discussed, using mainly examples from the EU Fusion Materials Modeling 
Task activities. The strategy is based in obtaining the physics information at each 
of the scales and validates it with preexisting experimental data or by designing 
“model experiments”, in which the conditions of the experiment itself are mo-
deled. A proposal will be discussed for future areas to be covered by modeling 
and in particular, new experimental methods that should be used to verify it.
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Interdependent nucleation of self-interstitial and 
vacancy clusters in displacement cascades in Cu.

Roman Voskoboynikov
University of Oxford, Mathematical Institute, 24-29 St Giles‘, OX1 3LB, Oxford, United Kingdom

Molecular dynamics modeling was carried out for simulation of primary da-
mage creation and point defect cluster formation in displacement cascades in 
copper that is the archetypal fcc metal with low stacking fault energy. Over 450 
displacement cascades for four temperatures (T=100K, 300K, 600K and 900K) 
and five primary knock-on atom (PKA) energies (Epka=5, 10, 15, 20, 25 keV) in 
series of at least 20 cascades per (Epka, T) pair were simulated. Comprehensive 
statistical treatment of the obtained data was performed. In order to reveal pe-
culiarities of point defect/ cluster formation we applied three different identifi-
cation techniques. Correlated formation of self-interstitial (SIA) loops and SFT-
like vacancy clusters was detected. We suggested two quantitative measures 
describing spatial and size correlation of SIA-loops and SFT-like clusters.

Interdependent nucleation of point defect clusters is essential in the context of 
radiation resistance of structural materials exposed to high dose irradiation (e.g. 
in modern breeder reactors) when overlapping of displacement cascades takes 
place. We conducted investigation of the stability of isolated regular SFT and a 
pair irregular SFT- SIA loop inside an overlapping region. It was found that an 
SFT-like vacancy cluster being destroyed in the collision stage is always recrea-
ted. Being completely enveloped by the displaced atoms domain the pair SFT-
SIA loop is dissolved with corresponding recombination of Frenkel pairs and 
decrease of the number of residual point defects, whereas partial overlapping 
nearly doubles the number of point defects and leads to increase in size of both 
SFT and SIA loop.
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Stability and mobility of self-interstitials in hcp-Zr from 
first principles

Francois Willaime 1, G. Verite 1, C. C. Fu 1

1CEA, SRMP, CEA/Saclay, 91191 Gif-sur-Yvette, France

Zirconium alloys are widely used in the nuclear industry but the mechanisms at 
the atomic scale which govern their microstructural evolution under irradiation 
remain poorly understood. It is the case of the properties of points defects in 
particular the self-interstitial atoms (SIAs). This study aims at determining their 
structure and their mobility from first principles calculations performed with 
the Density Functional Theory SIESTA code. The relative stabilities of the various 
configurations of SIAs in hcp zirconium were determined using simulation cells 
containing up to 385 atoms. These results were then compared with interatomic 
potential calculations based on the second-moment approximation.

The SIA formation energies in the hcp structure turned out to be particularly 
sensitive to the size and symmetry of the supercell. The calculations revealed 
four new low energy metastable configurations in addition to the eight configu-
rations commonly accepted in hcp materials. The predicted formation energies 
of the four most stable configurations lie within ~0.2 eV. We discuss the ana-
logies and differences between first principles and empirical potential results. 
Finally we present the calculated migration barriers of the most stable configu-
rations and confront them with experimental evidences such as resistivity reco-
very measurements.
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Kinetic Monte Carlo modeling of cascade aging and 
damage accumulation in Fe-Cu alloys

Brian Wirth 1, G. Robert Odette1, Paul R. Monasterio 1

1University of California, Berkeley, Nuclear Engineering Department, 94720-1730 Berkeley, USA

Irradiation embrittlement in nuclear reactor pressure vessel steels results from 
the hardening associated with the production of a high number density of na-
nometer scale features. In steels with more than about 0.10% Cu, the dominant 
hardening features are generally Cu-rich precipitates, which are alloyed with 
Mn, Ni and Si. At low Cu and low-to-intermediate Ni levels, secondary harde-
ning features are known as so-called matrix features, and are believed to be 
vacancy-solute cluster complexes or their remnants. This paper describes a ki-
netic lattice Monte Carlo model to simulate the long-term evolution of neutron 
irradiated Fe-Cu alloys and the recent progress in modeling damage accumula-
tion at conditions relevant to reactor pressure vessel embrittlement. Algorithms 
have been developed to introduce additional displacement damage, to treat 
self-interstitial atom – vacancy recombination and to introduce a flux of diffu-
sing vacancies due to the highly supersaturated vacancy concentrations under 
irradiation. These algorithms provide the ability to effectively model the wide 
range of timescales inherent to irradiation induced nanostructural evolution at 
low dose rates. The Monte Carlo simulations reveal the continuous formation 
and dissolution of three-dimensional vacancy-Cu clusters from the remnants of 
the vacancy-rich displacement cascade core, in addition to the formation of a 
high number density of copper clusters which grow with increasing irradiation 
dose. Initial simulations to investigate the effect of irradiation temperature and 
dose rate are also reported and are consistent with experimental observations.
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MD simulations of dislocation interactions with stacking 
fault tetrahedron and Frank loops in Cu

Brian Wirth 1, Hyon-Jee Lee 1, Lucie Saintoyant1

1University of California, Berkeley, Nuclear Engineering Department, 94720-1730 Berkeley, USA

Molecular dynamics simulations of the interaction between gliding dislocations 
and faulted frank loops or stacking fault tetrahedron are presented. An exami-
nation of various factors, including dislocation type (edge, screw and mixed), 
temperature, SFT size, stacking fault energy, dislocation velocity and the inter-
action geometry lead to the conclusion that SFT are very strong obstacles to dis-
location motion. Regardless of dislocation character, the trailing Shockley partial 
detaches by an Orowan-type mechanism, suggesting that shearing of the SFT, 
and not annihilation or absorption, is the most common result of dislocation 
interaction. Complete SFT annihilation and absorption into the dislocation core, 
which is believed to govern the onset of plastic flow localization, may be possi-
ble, but only for specific interactions. Dislocation interactions with Frank loops 
have been observed to produce shear of the loop, or the transformation into a 
perfect, prismatic loop.
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Modeling radiation damage evolution in Fe-Cr alloys
Brian Wirth 1, Babak Sadigh 1, Jae-Hyeok Shim 1, Hyon-Jee Lee 1, Kevin Wong 1

1University of California, Berkeley, Nuclear Engineering Department, 94720-1730 Berkeley, USA

Ferritic/martensitic Fe-(10-12%)Cr alloys are candidate structural materials for 
advanced fission and fusion reactor applications. Modeling radiation damage 
evolution in these alloys presents many challenges associated with the ferro-
magnetic and anit-ferromagnetic interactions between Fe and Cr. In this pre-
sentation, results from a multiscale modeling approach to predicting the inter-
action between Cr and vacancy/self-interstitial atom defects is presented. The 
results, obtained from ab-initio calculations plus atomistic molecular dynamics 
and kinetic Monte Carlo simulations based on semi-empirical potentials, descri-
be the complex interactions that appear to result in binding between Cr atoms 
with both vacancies and self-interstitial atoms in bcc Fe. The implications of the 
complex Cr-point defect interactions are discussed in terms of the radiation-in-
duced segregation behavior, and are compared to the available experimental 
data.
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Modeling point defect interactions in pure Fe and Fe-Cr 
alloys

Kwan Wong 1, J.H. Shim 1, B.D. Wirth 1

1Nuclear Engineering Department, 4151 Etcheverry Hall, MC-1730, UC Berkeley, 94720-1730 Berkeley, USA

Fe-Cr alloys are candidate structural materials for Generation IV and Fusion re-
actor applications at temperatures up to 550°C.  Predicting the performance of 
Fe-Cr alloys under irradiation requires a thorough understanding of point de-
fect interactions with Cr solute atoms, transmutant impurities, and microstruc-
tural features.  In this work, atomistic molecular dynamics (MD) simulations were 
used to investigate the behavior of single interstitials and di- and tri- interstitial 
clusters in pure Fe and Fe-Cr alloys.  For pure Fe, both the Ackland [1] potential 
and the new magnetic Dudarev-Derlet [2] potential were used.  Two different 
Finnis-Sinclair type potentials [3] have been used for Fe-Cr alloys, predicting Cr 
as over- and under- sized solutes relative to Fe.  The results of the MD simulati-
ons predict contrasting interactions between Cr atoms and self-interstitial de-
fects and are used in a Kinetic Monte Carlo (KMC) model to simulate isochronal 
annealing recovery following electron irradiation in Fe-Cr alloys.  The KMC re-
sults will be compared to experiments performed by Maury and co-workers [4] 
to validate the modeling results and determine the effect of Cr on point defect 
behavior in Fe-Cr alloys.
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Atomistic Measures of Strength, Deformation and 
Reactivity:  Toward Multiscale Modeling of Chemo-

Mechanical Phenomena
Sidney Yip 1, Ju Li 2, Ting Zhu 3

1Massachusetts Institute of Technology, Room 24-208, MIT, 77 Mass Ave., 02139-4307 Cambridge, USA
2Department of Materials Science and Engineering, Ohio State University, 43210 Columbus, USA

3Department of Mechanical Engineering, Georgia Institute of Technology, 30332 Atlanta, USA

In multiscale modeling of large-strain deformations, atomistic simulations of 
stress- induced structural instability in solids can lead to insights into certain de-
fect nucleation processes, which also bear analogy to localization phenomena.  
In nano-indentation, discrete displacement bursts are shown to be homogene-
ous dislocation generation events which can be rationalized by a site-specific 
stiffness criterion.  In affine shear, electronic- structure calculations show that 
redistribution of charge densities during deformation is essential to understan-
ding the different ideal shear strengths of two fcc metals. Additionally, molecu-
lar dynamics results reveal a 4-stage wave distortion scenario in the localization 
of a deformation twin in a crystal under shear.  In the advancement of sharp 
crack front under critical loading in a metal and a semiconductor, materials-spe-
cific behavior are revealed by determining the saddle-point configuration using 
reaction pathway sampling.  On the basis of this kind of experience we have 
begun to model a unit process of water-silica reaction in which a single water 
molecule hydrolyzes the siloxane bond, where the dependence of the activati-
on barrier on bond strain is explicitly treated. This is a first step toward probing 
chemo-mechanical processes by exploiting multiscale materials modeling ca-
pabilities to address long-standing problems at the interface of chemistry and 
mechanics.  Potential applications to stress corrosion cracking and nuclear was-
te transport to gain fundamental understanding will be discussed.
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