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Foreword 
 
Computational modeling of materials behavior by multiscale materials modeling (MMM) 
approaches is becoming a reliable tool to underpin scientific investigations and to complement 
traditional theoretical and experimental approaches of component assessment. At transitional 
(microstructural) scales continuum approaches begin to break down and atomistic methods 
reach inherent limitations in time and length scale. Transitional theoretical frameworks and 
modeling techniques are developed to bridge the gap between the different length scales. 
 
Industrial success in high technology fields relies on the possibility to specifically engineer 
materials and products with improved performance. The success factor is the ability to make 
these material related developments timely at relatively low-costs. This demands not only the 
rapid development of new or improved processing techniques but also better understanding and 
control of material chemistry, processing, structure, performance, durability, and their 
relationships. This scenario usually involves multiple length and time scales and multiple 
processing and performance stages, which are usually only accessible via multi-scale / multi-
stage modeling or simulation. 
 
In high-payoff, high-risk technologies such as the design of large structures in the aerospace and 
nuclear industries, the effects of aging and environment on failure mechanisms cannot be left to 
conservative approaches. Increasing efforts are now focused on advancing MMM approaches to 
develop new material systems components and devices. Appropriate validation experiments are 
crucial to verify that the models predict the correct behavior at each length scale. Thus, one of 
the advantages of these MMM approaches is that, at each scale, physically meaningful 
parameters are predicted and used in models for subsequent scales, avoiding the use of 
empiricism and fitting parameters. 
 
Recent interest in nanotechnology is challenging the scientific community to design nanometer 
to micrometer size devices for applications in new generations of computers, electronics, 
photonics or drug delivery systems. These new application areas of multiscale materials 
modeling require novel and sophisticated science-based approaches for design and performance 
evaluation. Theory and modeling are playing an increasing role to reduce development costs and 
manufacturing times. With the sustained progress in computational power and MMM 
methodologies, new materials and new functionalities are increasingly more likely discovered by 
MMM approaches than by traditional trial and error approach. This is part of a paradigm shift in 
modeling, away from reproducing known properties of known materials towards simulating the 
behavior of hypothetical composites as a forerunner to finding real materials with these novel 
properties. 
 
The MMM 2006 conference provides an international forum for the scientific advances of 
multiscale modeling methodologies and their applications. 
 
I would like to thank the members of the international advisory committee, the local program 
committee and particularly the organizing team, the symposium organizers and the session 
chairs and the University of Freiburg for their engagement and support. Without their hard work 
and their devotion of time and ressources, the Third International Conference Multiscale 
Materials Modeling would not have been possible.  
 
Finally, I would like to thank our conference sponsors for their financial support: The German 
Research Foundation DFG, Accelrys Inc., Plansee S.E. and the Ministry of Science, Research and 
Art, Baden-Württemberg. 
 
Peter Gumbsch 
Conference Chair 
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ABSTRACT 

The paper presents a systems state framework -CAFE to model deformation in Aluminium 
alloys. The proposed framework spatially evolves the relevant microstructure features at two 
distinct length scales using the scale invariance nature of Cellular Automata (CA). The first 
length scale is at the micron level where the CA cells hold the information of grain interiors and 
grain boundaries. The second length scale is at the sub-micron level where the CA cells hold the 
information as an averaged lumped entity and a periodic function ( ) evolves the formation of 
cells and microbands depending on the initial location and orientation of the CA cells with 
respect to the global deformation axis. The model is applied to the 2D simulation of plane strain 
compression of Al-1%Mg. Results from the -CAFE show the potential to capture local 
phenomena using simple system state formulations while at the same time reflecting the 
structural response to the applied deformation.  

1. Introduction 

The multiscale modelling of material concept is based on predicting the behaviour of complex 
materials across a range of length and time scales. At the molecular scale, quantum mechanics 
methods are required to describe the interactions between atoms and electrons. On the other hand, 
moving from the atomic scale towards the macroscale in solids, for example, the performance at 
the micrometre scale is governed by the behaviour of misorientations and dislocations. At the 
next larger scale, the effects of grain boundaries and ensembles of defects become important. 
Finally, at the macro or continuum scale, the behaviour of materials may be dominated by 
environmental or loading factors such as applied stresses or temperature gradients.  

In this work a hybrid modelling technique that combines cellular automata, finite elements 
intelligent  models and physical equations is used simulate and predict the behaviour of Al-
1%Mg aluminium alloy during hot deformation using the commercial finite element software 
package ABAQUSTM. Hot deformation is a thermo-mechanical process which relies on an 
accurate identification and precise control of the process variables. These variables are classified 
into two inter-related groups, namely, interface and intrinsic. The interface variables are 
identified as friction and heat transfer that affect the surface characteristics and sub-surface 
metallurgical evolution. The intrinsic variables are the metallurgical features of interest such as 
dislocation densities, subgrain sizes and subgrain misorientations. This paper addresses the issue 
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of capturing microstructural details and providing macro linkage by two scales. Finite elements is 
used to simulate the material using a suitable length scale such that numerical models are 
sufficient in detail and are appropriate in terms of computational time. The second scale is to use 
Cellular Automata (CA) as an additional technique that can be used in conjunction with a 
conventional Finite Elements (FE) representation to model material heterogeneity and related 
properties. This simulation considers an intermediate scale between the micro and macro scales, 
termed the “mesoscale”. The simulation model benefits from utilisation of the CA technique to 
represent initial and evolving microstructural features at an appropriate length scale, and 
consequently linking the macro scale process variables obtained using an overlying FE mesh. 

Simulations were conducted on a specimen and tool model using 4-noded quadrilateral elements. 
Deformation was simulated for aluminium alloy at 400oC temperature which friction at the tool-
stock interface is modelled using the Amonton-Coulomb law with a constant coefficient of 
friction of 0.1. The deformation was done a constant nominal strain-rate of 3 /s. The stock is 
thickness reduced by 41% during the deformation. The results of flow stress predictions from the 
multi-scale model are presented. 

2. Multi-Scale Model Design 

The paper builds on the work of Zhu and Sellars [1] on plane strain compression of Al-1%Mg 
alloys to evolve periodic functions ( ). These periodic functions are capable of mimicking the 
different sub-grain features explicitly within a CA cell. Figure 1 illustrates the proposed systems 
state modelling framework. The macro variables are captured at the finite element integration 
point. Using the CAFE framework, the micron level information in terms of grain interiors and 
grain boundaries are captured by CA cells of the size of 40~100 microns. The integration point 
variables e.g. strain are distributed over the CA cells using a biasing procedure [2]. These are 
marked as gb and in for strains at grain boundaries and grain interiors respectively. The effect of 
the micron level CA strain on the sub-micron is analysed by the periodic function ( ) with 
different cut-off ranges to model the emergence of the sub-CA structures. Outputs from  are the 
dislocation densities and sub-grain sizes that are integrated to calculate the integration point 
stress.

gb

in, ,T

in gb

Evaluate
CAin

CAin

CAgb

CAgb

Figure 1 Block diagram of the -CAFE modelling framework. 

Figure 1 illustrated the -CAFE modelling framework. There are two components: The periodic 
function  determines the functional form of the events occurring within the 10 by 10 micron 
material point while the CA holds the information at a 40~100 micron material point. The FE 
holds the information in terms of local strain, strain rate and temperature at its integration point at 
a material point of the size of 0.5~1.0 mm.  
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Figure 2 shows the results of the integration of the sub-micron features with the overlying micron 
level CA that hold the grain information.  The grain structure is deformed and follows the 
deformation pattern of the overlying finite element. 

Figure 2: Shape of the PSC sample after a compression of 41%. The insert shows the deformation 
to the 7 grains associated with the finite element.  

3. Conclusions 

The paper presented a systems state driven cellular automata based finite element framework to 
model deformation. The framework is based on observations from micrographs under different 
deformation conditions and uses periodic functions to mimic the spatial evolution of the micro-
features at the sub-micron level. The effect of these are summed up at the micron level and 
transferred to the integration point of the finite element. The framework is generic in nature and 
is capable of replicating the local evolution of micro-feature while at the same time reflecting the 
material response. Further extension to this model is the use of functions that capture the a-
periodicity in the observed micrographs in terms of cell size variations.
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Tensile properties and internal friction study of thermal 
and athermal dislocation movement in Fe-Cu alloy as a 

function of Cu precipitation
Abderrahim Al Mazouzi 1, M. J. Konstantinovic 1

1SCK-CEN, Reactor Materials Research Departement, LHMA/ Boeretang 200, 2400 Mol, Belgium

Fe-Cu model alloys are used to mimic the irradiation damage in Reactor pres-
sure vessel (RPV) steels and to study the kinetics of Cu precipitation in BCC iron. 
One of the open issues regarding the hardening and the consequent embrittl-
ment of RPV steels, is the role played by copper precipitates on the hardening 
process. Thus, within the European framework program PERFECT, a substantial 
effort is dedicated to the evaluation of the strength of all type of irradiation in-
duced obstacles to the movement of dislocations including Cu-preciptates. In 
this paper, we report on the measurements of the internal friction and tensile 
properties in Fe-Cu alloys measured in the temperature range between 80 and 
450 K to study of the thermal and athermal dislocation movement as a function 
of Cu precipitation. The formation of different Cu precipitates has been achieved 
by various thermal aging processes at about 800 K. We analyze the interaction 
between dislocation and obstacles as a function of their size and distribution on 
the basis of comparison between experimental results and computer simulati-
ons.
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Maria Jose Balart, John F. Knott 
 
 

Department of Metallurgy and Materials, School of Engineering, 
The University of Birmingham, Edgbaston, Birmingham B15 2TT, UK 

M.J.BalartMurria@bham.ac.uk        J.F.Knott@bham.ac.uk 
 
 

ABSTRACT 
 
 

To simulate the microstructures generated in high temperature regions of the heat-affected-
zone in thick sections of ferritic steel weldments, samples of as-received (AR) DIN 
22NiMoCr37 nuclear reactor pressure vessel steel have been heat treated for 1 h at the 
austenitising temperature of 1100oC. The samples were then water quenched, tempered for 2 
h at 650oC, water quenched and held isothermally at 520oC for 180 h before final air-cooling 
(QTQE). This heat treatment gave a prior austenite grain size of approximately 100 μm. 
Fracture toughness tests at –150oC and blunt notch tests at –150oC and –196oC were carried 
out for the AR steel, which possess a tempered bainite microstructure, and for the 1100-
QTQE steel, which possess a tempered martensite microstructure. Compared to the AR steel, 
the 1100-QTQE steel exhibited improved combinations of strength and fracture toughness, in 
general, and superior combinations of yield strength and local fracture stress, σf, values. 
 
 
1. Introduction 
 
Alloy steel plates ⎯ASTM A508 MnMoNiCr, ASTM A533B MnMoNi steel, 2 1/4Cr-1Mo, 
ASTM A543 NiCrMo⎯ quenched and tempered, are widely used for the construction of 
nuclear reactor pressure vessels (RPV) [1,2]. Thick forgings or plates of such steels usually 
have a tempered bainite microstructure and are fabricated by welding. Tempered martensite 
microstructures may be generated in the weld heat-affected-zone (HAZ). Comparing 
tempered bainite and tempered martensite microstructures in an A533B RPV steel [3], 
autotempered martensite microstructures had superior combinations of yield strength and 
fracture toughness values than a lower-and-upper bainite or an upper bainite microstructure. 
However, a tempered martensitic microstructure was found to be more susceptible to 
intergranular embrittlement than a bainitic microstructure, in an A533 cl.1 steel having 0.017 
wt.% P content and a prior austenite (γ) grain size of 150 μm [4]. The intergranular 
embrittlement impaired the toughness level. Prior γ grain size is a major factor in determining 
the brittle and ductile properties of MnMoNi alloys, having a tempered martensitic 
microstructure and similar strength levels [5]. The effects of austenitizing temperature on 
prior γ grain size in a specific sample of DIN 22NiMoCr37 steel have been reported [6]. The 
specific sample was from a forged ring section used to generate the Euro data set for fracture 
toughness [7]. Fracture toughness data in precracked SE(B)-0.4T specimens and σf in blunt 
notch SE(B)-0.4T specimens in the lower shelf region, in the steel alloy having low levels of 
trace impurity elements, have been determined for the AR and 1100-QTQE steels [8]. An 
overview of the main findings on structure-property relationships of DIN 22NiMoCr37 steel 
in simulated coarse-grained heat-affected-zone (CGHAZ) will be presented here. 
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2. As-received DIN 22NiMoCr37 steel and experimental procedure 
 
The chemical composition of the DIN 22NiMoCr37 steel, which is said to be equivalent to 
ASTM A508 Cl.2, is given in Tab. 1. Specimens for mechanical testing were machined from 
the C(T)-4T broken halves SX25.3, SX25.2 and SX20.1 used in the Euro data set [7]. Details 
of the specimen location and the mechanical testing procedure are given in Ref. [8]. 
 
 
         Table 1. Chemical composition of DIN 22NiMoCr37 steel [6] 

C Si P S Cr Mn Ni Cu Mo Sn 
0.21 0.22 0.005 0.004 0.41 0.87 0.87 0.06 0.52 0.007 
Al As B Sb Ti Nb V N O Fe 
0.014 0.006 <0.0005 0.002 0.0004 0.002 0.004 0.008 0.0005 Bal. 

 
 
3. Results, discussion and conclusions 
 
3.1 Prior austenite grain size 
 
The microstructure of the AR steel consists of tempered bainite whereas that of the 1100-
QTQE steel is tempered martensite. The AR sample exhibited a fine-grained microstructure, 
Fig. 1(a). The 1100-QTQE steel showed a prior γ grain size of approx. 100 μm, Fig. 1(b). 
 

Figure. 1. Macrographs of (a) the AR steel and (b) the 1100-QTQE steel. 

a b 

1 mm1 mm

 
 
3.2 Tensile, fracture toughness and blunt notch four-point bend tests 
 
Tensile test results obtained at -150oC and -196oC for the AR and 1100-QTQE steels are 
summarised in Tab. 2. For a given testing temperature, compared to the AR steel, the YS, 
UTS and the YS / UTS ratio increased for the 1100-QTQE steel, whereas the n value 
decreased. The RA values were similar. On decreasing the testing temperature from -150oC to 
-196oC, for a given steel condition (AR or 1100-QTQE), the YS, UTS and the YS / UTS ratio 
increased, whereas both the n and the RA values decreased. The El values remained 
practically unchanged. Fig. 2(a) shows the values of sharp crack fracture toughness 
determined at -150oC, for the AR and the 1100-QTQE steels plotted as normal cumulative 
distribution functions (cdf). The mean fracture toughness decreased from 94.3 ± 14.3 MPa 
m1/2 for the 1100-QTQE steel to 58.4 ± 6.85 MPa m1/2 for the AR steel. This decrease is 
significant at the 5% level of significance, assuming two normal populations having equal 
variance at the 1% level of significance. The 1100-QTQE steel exhibited, in general, 
improved combinations of YS and fracture toughness compared to the AR steel. The local 
fracture stress, σf, values for blunt notch SE(B)-0.4T specimens are represented in Fig. 2(b). 
The AR steel had lower σf values (1948-2041 MPa, at -150oC and 2017-2192 MPa, at -
196oC), compared to the 1100-QTQE steel (2591-2641 MPa, at -150oC and 2364-3014 MPa, 
at -196oC). 
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         Table 2. Tensile properties 
Specimen T (oC) YS (MPa) UTS (MPa) YS / UTS El (%) RA (%) n 
AR        
SX25.3-3.2+1.3 -150 779 (830) 866 0.90 18.4 54 0.136 
SX25.3-3.2+1.1 -196 917 (978) 978 0.94 18.0 29 0.121 
SX25.3-3.2+1.2 -196 917 (988) 988 0.93 18.7 15 0.134 
mean -196 917 (983) 983 0.94 18.4 22 0.128 
1100-QTQE        
SX25.3-2.2+1.1 -150   978 1070 0.91 16.6 49 0.071 
SX25.3-2.2+1.9 -150 1013 1100 0.92 15.0 45 0.072 
SX25.3-2.2+1.3 -150 1044 1108 0.94 16.0 46 0.053 
mean -150 1012 1093 0.92 15.9 47 0.065 
SX25.2-1.2’+1’.7 -196 1182 (1192) 1227 0.96 17.1 29 0.064 

         (upper) and lower yield points values; 
         T⎯Testing temperature; YS⎯0.2% yield strength; UTS⎯ultimate tensile strength; 
         El⎯elongation to failure; RA⎯reduction of area; n⎯strain hardening exponent 
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Figure 2. (a) Normal cdf of fracture toughness values for precracked SE(B)-0.4T specimens, 
and (b) local fracture stress, σf, values for blunt notch SE(B)-0.4T specimens. 
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ABSTRACT 
 
 

The temperature dependent ferroelectric hysteresis is used to probe the pinning potential for 
the domain wall motion. It is shown that microscopic parameters (the obstacle strength and 
zero field activation energy) characterizing the effective interactions between domain walls 
and obstacles in ferroelectric ceramics can be directly assessed from the experimental data on 
the temperature dependence of the coercive field. The approach is based on an expression for 
the thermal-activation-based mobility of domain walls implemented within the framework of 
a time-dependent constitutive model, which describes microstructural evolution of 
ferroelectric ceramics in terms of rate equations for a suitable set of internal variables. Thus 
explicit links between the features of the microscopic interactions and the electro-mechanical 
behaviour of ferroelectric ceramics at meso- and macroscopic scale can be made.  
 
 
1. Introduction 
 
Polarization reversal in ferroelectric ceramics occurs either by growth of the existing domains 
favourably oriented relatively to the applied electric field (or stress) and by nucleation of new 
domains. The domain growth proceeds by the domain wall (DW) motion and its kinetics is 
controlled by different mechanisms characterized by different time scales. The DW mobility 
can be limited either by the formation time of a critical size nucleus on the domain wall or by 
the time of its depinning from various obstacles such as vacancies, interstitials, as well as 
pairs or even more complex aggregates of positively and negatively charged defects. Limited 
information on the atomic-scale processes of unpinning of domain walls from obstacles is one 
of the main issues in linking between the dynamics of individual DWs and the microstructure 
evolution in polycrystalline ferroelectrics. In lead zirconate titanate (PZT) piezoceramics the 
internal friction measurements indicate that the DW behaviour is influenced by a complex 
interplay between dopants (‘soft’ and ‘hard’) and oxygen vacancies. However, the atomic 
structure of the pinning defects and the mechanism of unpinning itself are still a matter of 
debates. In the statistical theories of the DW motion in fluctuating force fields, caused by 
randomly distributed obstacles, the dispersion of the random force (assumed normal) is the 
main parameter controlling the irreversible domain wall displacement and hysteresis [1-2]. 
Thus, the behaviour of the DW ensembles is determined by the probability for a DW to 
encounter an obstacle sufficiently strong to pin it. The statistical models describe the wall 
displacements under weak fields, where the polarization dependence on the electric field has 
the form of the Rayleigh loop, and also yield the coercive field in terms of the random pinning 
force dispersion. Fig. 1 illustrates an important limitation of the model of random athermal 
obstacles [1-2]: as the temperature decreases, the hysteresis curve of a soft PZT piezoceramic 
transforms into the Rayleigh loop, even if the electric field is as twice as higher than the RT 
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coercive field. Therefore, the temperature dependent ferroelectric hysteresis can be used as a 
tool to probe the pinning potential. In this approach, the dispersion of the activation energy 
required for a DW to surmount the obstacles becomes the main characteristic of the pinning 
field (a similar problem in theory of dislocations was considered in [3]). Analysing 
experimental data for doped PZT ceramics, it was suggested [4] that the interaction between 
DWs and obstacles can be described by a single ‘effective’ activation energy in a wide 
temperature range. Here, we give some extensions of the method. 
 

 
Figure 1. Experimental hysteresis (left) and Rayleigh (right) loops in a commercial 

piezoelectric ceramic Sonox P53 at the frequency of 50 Hz. Data are from the web site 
http://www.piezolab.de. 
 
2. Constitutive model for ferroelectric ceramics 
 
A ferroelectric ceramic is assumed to have M distinct domain orientations in a grain, with 
each variant I being characterized by its volume fraction Iξ  as well as its spontaneous strain 
εs(I) and polarization PP

s(I). Here, simulations were performed for tetragonal ceramics (M = 6). 
The average values of the spontaneous strain and polarization in a grain with a polydomain 
structure are represented as 
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The constitutive relations for the crystal (grain) are derived under an assumption (known as 
the Reuss method) that the electric field E and stress σ  are identical in all variants 
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Here, S(I), d(I), and κ(I) are the tensors of elastic, piezoelectric, and dielectric constants of the I 
variant. In ceramics Eq. (1) and (2) must be further averaged over grain orientations, for 
example, using a discrete set of representative grain orientations instead of a continuous 
distribution function [5]. Each orientation in the set possesses a system of M variants, with the 
total number of variants used for averaging being N = MK, where K is the number of the 
systems. Correspondingly, summation in Eq. (1) and (2) is expanded over all N variants. 
However, the switching is possible only between M variants, which belong to one system. 
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According to [4], the constitutive model of a ferroelectric ceramic can be formulated as a set 
of rate equations for the domain volume fractions { }Iξ , with the transformation rate for each 
variant I being represented as 
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and the switching fraction αξ I , where the exponent α is a model parameter, is introduced to 
account for the DW annihilation as the volume occupied by the variant I vanishes. For the 
enthalpy of activation we adopt an expression [6] 
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The defect strength ∗f  and the activation barrier height 0HΔ  characterize the atomic-scale 
interactions between the domain walls and obstacles. The most significant part of the driving 
force for the transformation I → J is , where  and 

 are the jumps of the spontaneous polarization and strain across DW. The 
constitutive model outlined above provides a method for a direct assessment of the parameters 
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∗f 0. As is shown in [4], for a model ferroelectric with only two variants I and J, 
corresponding to 180° domain switching with the driving force f = 2PP

0E, the system of Eqs. 
(3) and (4) admits an analytical solution yielding the following estimate for the coercive field 
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Here, the function g(α) is about unity, E0 and ν are amplitude and frequency of a triangular 
electric field, and the normalized defect strength is introduced via ∗∗ = EPf 02 . In agreement 
with experimental data for a number of piezoceramics [7-8], the coercive field (5) depends on 
T nearly linearly and therefore can be represented as 
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where the weak logarithmic dependence of ∗T  on T is neglected. Now the parameters ∗E  and 

 can be extracted from the slop of the experimental plot presented in Fig. 2, whereas the 
barrier height ΔH

∗T
0 is calculated from Eq. (5). An example of such calculations is given in 

Tab. 1. Fig. 2 also shows the dependence Ec(T) simulated for 90° domain switching with a 
nearly isotropic distribution of grain orientations. The defect strength in this case is related to 
the parameter  from Tab. 1 as∗E ∗∗ = EPf 02 . 
 

Table 1 Parameters for obstacles in a piezoceramic PZT-4 extracted from Fig. 2 and 
conditions of the measurements [8]. The results of calculations are given for w0 = 1011 and 
1010 Hz (in parentheses). 
E0 (MV/m) ν (Hz) 2PP

0(C/m2) T∗ (K) E∗ (MV/m) ΔH0 (eV) 
2.5 1.0 0.60 575 3.1 0.85 (0.74) 
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Figure 2. Computed and experimental [8] coercive field vs. temperature in a 

piezoceramic PZT-4. Computations were performed for a tetragonal ceramic and ten 
nonequivalent grain orientations in a plane containing the electric field E. 
 
3. Conclusions 
 
Using a rather simple constitutive model, we showed that the temperature behaviour of the 
coercive field in ferroelectric ceramics is consistent with the assumption that the interaction 
between domain walls and obstacles is described by a single ‘effective’ activation energy. 
This hypothesis gives rise to good agreement between the model and experiment in a wide 
temperature range, including room temperature. A noticeable discrepancy occurs only at low 
temperatures. The simple structure of the constitutive equations makes the model very 
suitable for micro-mechanical applications, primarily to multi-axial problems. 
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ABSTRACT 
 
We discuss our ‘grain-continuum’ approach to model stress-driven grain boundary migration of 
polycrystalline Cu lines. We combine a multiple-material level-set representation of the grain 
structure, in a code named PLENTE, and finite-element calculations performed by Comsol 
Multiphysics 3.2. The anisotropic elastic constants of single crystal Cu are used for each grain in 
the structure (film/line). A temperature change is imposed and grain boundary velocities are 
calculated from the differences in the computed strain energies across grain boundaries. We 
apply this approach to idealized polycrystalline films and to polycrystalline Cu lines embedded 
in silicon dioxide. For polycrystalline films under tension, we show that <100> fiber texture 
grains grow at the expense of <111> grains since they are weaker in the plane. 
 
 
1. Introduction 
 
Models and software that predict the properties, performance and reliability (PPR) of materials, 
structures, and systems are key elements of a ‘virtual wafer fab’; i.e., in silico design, 
fabrication, and testing of integrated circuits (ICs). The PPR of materials have foundations at the 
atomic scale; however, their impact on manufactured items, such as on ICs, depends 
significantly upon structural and microstructural details. As such, there is considerable interest 
in understanding how grain structure affects PPR as well as the fundamental processes behind 
grain structure evolution [1]. Several approaches have been used to predict PPR of materials, 
structures, and systems that can be roughly labelled atomistic, ‘modified-continuum’, and 
‘grain-continuum’ approaches. Atomistic models can account for fine details, but these methods 
are not yet feasible for simulating many IC structures and processes, e.g., on the spatial and 
temporal scales needed to interpret reliability studies on commonly used test structures. 
Modified-continuum models, which include such things as Hall-Petch correlations, do not 
account for microstructural details well.  
 Our grain-continuum (GC) approach is designed to deal with microstructure on engineering 
spatial and temporal scales. GC models treat grains as a collection of distinct, interacting 
continua. Each grain in a GC simulation is represented by its boundaries and any internal field 
variables, such as composition, stress, or temperature. PLENTE [2,3] is a GC software that can 
represent and evolve grain structures. In this paper we discuss stress-induced grain boundary 
migration [4], using a combination of PLENTE and Comsol Multiphysics 3.2 (CM), a 
commercial finite element code. We simulate the effects of grain orientations on the elastic 
response of an idealized polycrystalline thin film and simple grain evolution due to strain energy 
release. We then demonstrate our approach on a more IC-relevant structure, a polycrystalline Cu 
line segment encased in silicon dioxide. 
 
 
2. Effects of Elastic Anisotropy 
 
Single grains of Cu have anisotropic elastic characteristics which impact the stresses in 
polycrystalline structures. The elastic modulus for single crystal Cu is 2.9 times as large in the 

Microstructural effects on the mechanics of materials

404



<111> direction than it is in the <100> direction [5], as 
shown in Fig. 1. When a mechanical load is placed on a 
polycrystalline structure in which grains of different 
orientations are present, stresses are distributed throughout 
the grain structure in a complex manner. 
 In the finite element model, the elastic constants are 
assigned to each grain in the system through the elasticity 
matrix Cgrain, which is defined as 
 

 elgrainC εσ =  (1) 
 
Here, the elasticity matrix relates the six components of the 
stress vector (σ), including normal and shear components, to 
the strain in vector form (εel). The values in Cgrain depend on 
the crystallographic orientation chosen for the particular grain. For a crystal of Cu with the 
<100> directions aligned with the lab frame, the elasticity matrix has three unique non-zero 
components; C11 = 168.4 GPa, C12 = 121.4 GPa, and C44 = 75.4 GPa [5]. Once the desired 
orientation of a grain is chosen, the elasticity matrix is rotated. 

 
Figure 1. Spherical plot of the 
directional dependence of 
Young’s modulus for single 
crystal Cu. 

 In these elasticity models, grains are treated as individual elastic materials that undergo no 
topological changes during the stress-strain calculation. We also assume no slipping occurs at 
grain boundaries or material interfaces. As an example, we examine an idealized thin film 
composed of hexagonally shaped Cu grains. Fig. 2 shows a 6 μm by 5.2 μm rectangular film 
containing 17 grains (or parts of grains). The 1 μm thick film has been deposited on an oxidized 
1 mm thick silicon wafer where the oxide layer is 1 μm thick. The geometry is periodic in the 
plane, and is not capped. The system is cooled from an assumed stress-free state at 525 K to 
425 K and the stresses from the CTE mismatch between the various materials are computed. 
When the Cu film is treated as homogeneous and isotropic using the properties of bulk Cu (that 
is, when the effects of the grains are ignored), the film exhibits a uniform strain energy 
throughout the Cu of ~0.4 J/cm3. When the film consists of grains with their <111> axes 
perpendicular to the film surface, the strain energy resulting from the temperature change is 
~0.6 J/cm3. It is 50% higher than the isotropic case due to the larger in-plane Young’s modulus. 
 Fig. 3a shows the strain energy distribution computed for a film in which one of the grains 
has been rotated such that a <100> axis is aligned with the surface normal. Inside and around the 
<100> grain the strain energy density range from ~0.9 J/cm3 to ~0.4 J/cm3. The effective 
Young’s modulus of the center grain in the plane of the film is significantly lower than the 
moduli of the grains around it. This effect illustrates how grain structure can provide a driving 
force for migration of atoms. 
 
 
3. Stress Induced Atomic Migration 
 
Models that include strain energy as a driving force for grain 
boundary motion have been used, together with curvature 
driven grain boundary migration [6] to explain strain-induced 
abnormal grain growth in Cu films [7]. We write the grain 
boundary velocity as proportional to the strain energy 
difference across a grain boundary, Δu, and the grain 
boundary mobility MGB as 
 
  (2) GBGB nMuv ˆΔ=ε

 
Figure 2. Schematic of the thin 
polycrystalline Cu film discussed 
in the text. 
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Figure 3. (a) Strain energy density at the horizontal plane in the middle of the film discussed in 
the text. Grains are oriented with their <111> axis normal to the plane of the film and a uniform, 
random distribution of in-plane rotations, except for the center grain which is rotated such that 
the <100> axis is aligned with the normal to the plane of the film. White arrows indicate in-
plane <010> directions. (b) Arrows show the magnitude and direction of the grain boundary 
velocities, as computed using the differences in strain energies between the <100> and <111> 
grains. (c) Perspective image of the grain boundary of the center grain before and after being 
moved by PLENTE, after 12.5 hours at 425 K. 

Here  is a unit vector normal to the grain boundary pointing towards areas of higher strain 
energy. As atoms leave a grain of high strain energy and move across a grain boundary to a 
grain with lower strain energy, the grain boundary moves in the opposite direction. Strain energy 
is computed in terms of the components of stress σ

GBn̂

i and strain εi as 
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The mobility may be expressed as 
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Here b is the distance the grain boundary is displaced by the addition of an atom, υ is the Debye 
frequency, Ω is the atomic volume, k is the Boltzmann constant, T is absolute temperature and 
ΔG is the free energy associated with atomic exchange across the grain boundary [3]. 
 To illustrate, we examine the grain boundary motion for the computed strain energies of the 
Cu film shown in Fig. 3a. Using the same stress conditions as described above we examine the 
strain energy distribution of the film composed of a <100> textured grain surrounded by grains 
of <111> texture. This structure exhibits strain energy differences between the <100> and 
<111> grains of 0.1 to 0.45 J/cm3. Using literature values for the terms of MGB [3] and 
approximating ΔG as 1 eV [3], we see that stresses in the film promote the growth of the <100> 
grain. While the center of the <100> grain has higher strain energies than the surrounding <111> 
grains, at the grain boundary the <100> strain energies are lower. This is attributed to the <100> 
grain being softer in the plane of the film and strain in the plane of the grain boundary being 
continuous due to the no-slip condition. 
 
 
4. Evolution of a Polycrystalline Cu Line 
 
We demonstrate the interaction of PLENTE and CM in a polycrystalline Cu line encapsulated in 
an oxide film on a silicon wafer. Fig. 4a shows the initial structure developed in PLENTE, using 
an isotropic deposition model. The structure is a 1.0 μm segment of a long Cu line, with a 0.4 
μm by 0.4 μm cross section, surrounded by oxide on both sides, sitting on 0.3 μm of oxide, and 

Microstructural effects on the mechanics of materials

406



capped with 0.3 μm of oxide. The oxide sits 
on a thick piece of silicon. A grain boundary 
fitted finite element mesh was developed by 
PLENTE, as an extension of the method 
detailed in [8], and exported to CM. In CM, 
all grains in the line, except for one, have a 
<111> orientation with respect to the surface 
of the line. The front/center grain in Fig. 4 
has a <100> orientation. We use these 
particular grain orientations only to illustrate 
the model. Stresses are generated in the line 
structure by cooling it from a stress free-state 
at 525 K down to 425 K. For this 
temperature change, strain energies in the 
line are between 0.1 and 0.4 J/cm3. Strain 
energy differences between the <100> and <111> grains are between 0.0 and 0.2 J/cm3. Grain-
boundary velocities are computed as discussed above. The velocities are then exported back into 
PLENTE where the level-set representation is updated. Fig. 4b shows one view of the line 
segment after evolving the structure for 30 hours. Interpreting the motions of the grain 
boundaries is more complex than in the thin simple film studied above. The <100> grain is 
surrounded on three sides by grains of <111> texture as well as the oxide.  

 
Figure 4. (a) Initial grain structure in an oxide-
encapsulated Cu line as described in the text. 
Arrows help guide the eye regarding grain 
boundary motion. (b) Grain structure after 30 
hours of evolution with the strain energy driven 
model, as described in text. For demonstration 
purposes, time evolution is carried beyond the 
likely range of validity. 

 
 
5. Conclusions 
 
We present an approach to using GC models to examine the effects of thermally induced stresses 
on Cu grain evolution. The thermal expansion mismatch between the polycrystalline Cu and the 
surrounding materials creates stresses. Finite element calculations indicate that jumps in strain 
energy can exist across grain boundaries in these Cu films due to orientation effects. The model 
we present uses the local strain energy difference between grains as the driving force for grain 
boundary evolution. These differences are converted to grain boundary velocities using 
estimates of grain boundary mobilities. PLENTE uses these velocities to evolve the 
representation of the grain structure. The cycle can be repeated to simulate large changes in 
grain structure. CM and PLENTE interact by exchanging grain boundary fitted meshes.  
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ABSTRACT 
 

This paper introduces a new micromechanical approach based on the description of the 
granular microstructure and the formation of discrete (spatial-temporal) intragranular plastic 
slip heterogeneities by at least 2 characteristic internal lengths: the first one is the individual 
grain size and the second one is the spatial length between active slip bands corresponding to 
inhomogeneous plastic strain in the interior of grains. These two characteristic internal 
lengths are observable and can be measured using microscopy. The micromechanical model 
considers grains as spherical inclusions (with a given diameter) embedded in a homogeneous 
(infinite) medium, and, non uniform plastic strain field within the individual grain 
characterized by the internal lengths. We find that in contrast with the mean field approaches 
based on the classic Eshelby formalism where the effect of grain diameter on internal stresses 
vanishes, the average of internal stresses over the grain as well as the internal energy depend 
on both introduced characteristic internal lengths. 
 
 
1. Introduction 
 
In a recent contribution [1], we investigated the role of grain size distribution on the yield 
stress of heterogeneous materials using an elastic-viscoplastic self-consistent model based on 
Translated Fields. We assumed a grain size dependent plastic strain rate in a classic mean-
field approach assuming homogeneous plastic strain within grains. Significant grain size 
dispersion effects were found on the overall behaviour and on local fields.  
Here, we are seeking to determine the role of slip heterogeneities in plastically deforming 
polycrystals on the intracrystalline mechanical fields. Experimental investigations [2] showed 
that plastic flow of crystalline solids at the grain scale is strongly heterogeneous due to the 
formation of slip lines and slip bands. In this paper, we use micromechanical tools to describe 
slip bands as the carriers of ‘discrete particles’ of plastic slip. The plastic strain field is 
described by specific spatial functions representing the occurrence of slip bands. This implies 
that plastic strain within grain is no more homogeneous as classic mean field approaches such 
as self-consistent models. We will focus numerical results on the influence of grain size on 
mean fields over a spherical grain and on internal elastic energy. 
 
2. Micromechanical Theory 
 
 

2.1. Field equations  
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We consider a spherical grain of volume Vg with radius R (Fig. 1) embedded in an infinite 
matrix V (undeformed at infinity). In the present theory, elastic properties are supposed 
homogeneous and isotropic. Field equations at any point r inside Vg are: 
 
                                       ( ) 0rσ jij, =  (stress equilibrium without body forces) (1) 

                                      
( ) ( ) ( )( )
( ) ( ) )distortion (total   rurβ

strain) (total  ruru
2
1rε

ji,
T
ji

ji,ji,
T
ij

=

+=
 (2) 

 
In Eq.(2), u is the total displacement field. We consider an elastic body with a given 
“eigenstrain” (denoted ∗ε ) representing the fluctuating inelastic field due to slip 
heterogeneities within Vg: 
 

( ) ( ) ( )rεrεrε ij
e
ij

T
ij

∗+= . (3) 
 
In the present theory, elastic properties are supposed homogeneous and isotropic: 
 
 ( ) ( ) ( )( )rεrεCrσ ij

T
ijijklij

∗−=  with ( ) klijjkiljlikijkl δδδδC δδλ++μ= , (4) 
 
where ( , ) are Lamé moduli. μ λ
 

 
2.2. Plastic strain source model 

 
We assume that ∗ε  is incompressible ( ) and is, in a first attempt, a simple periodic 
field containing internal characteristic lengths associated with heterogeneous plastic strain 
within the grain which embodies periodic slip bands (in one direction denoted k): 

0kk =ε∗

 
( ) ( )[ ]kk

0
ijij npx2iexp1ere π+= ∗∗  if r ∈Vg,  ( ) 0reij =∗  if r ∉Vg, (5) 

 
where the microstructural parameter p=R/h (p is an integer) contains both characteristic 
lengths (R and h being respectively the grain radius and the spatial period of the plastic 
strain). The source can be seen as a unidirectional traveling wave function (Fig. 1) carrying 
plastic slip along the unit vector n (unit normal to slip planes). If one considers the asymptotic 
case where p → 0, we find ( ) ∗∗ = 0e2rε , which becomes a classic problem [3]. 

 
 
 

 

   
   

 
 

 

V 
Vg 

R 

x1

x2

x3

h
( ) ( )[ ]33

0
1313 npx2iexp1ere π+= ∗∗  

Figure 1. Spherical grain Vg of radius R embedded in an infinite matrix V 
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2.3. Fourier transform method 
 
We solve the problem using the Fourier transform technique (see e.g. Mura [4]), given 
periodicity of plastic strain source to determine (i) the mean total distortion over the grain, 

namely 
VgTβ , (ii) the mean internal stresses over the grain, namely 

Vg
σ , and, (iii) internal 

elastic energy, namely eφ . Using the Fourier transform of ( )rTβ , the mean distortion yields: 
  

 ( ) ( ) ξ∫∫ ⋅ξξβ
π

=β
ξ

dVdV riexp
8
1

Vg
1

r
VgV

~
T
lk3

VgT
lk , with ( ) ( ) ( )ξξξμξ=ξβ ∗

~

ik

~

ijjl

~
T
lk G e2 . (6) 

where ( )ξβ
~
T
lk  is obtained after solving the set of field equations in the Fourier space  (for 

any vector 

ξV

ξ ). In Eq.(6), ( )ξ~

ikG  is the elastic Green function (see Mura [4]). The Fourier 
transform of the plastic source (Eq. 5) is: 
 

 ( ) ( ) ( ⎟
⎠
⎞

⎜
⎝
⎛ π−ξΘ+ξΘ=ξ ∗∗ np2ee

~~
0
ij

~

ij ) , (7) 

where the first term is ( ) ( ) [ ] [ ]( ξξ−ξ
ξ

)π
=⋅ξ=ξΘ ∫ RcosRRsin4dVriexp 3

Vg
r

~
 and the second one 

( np2
~

π−ξΘ )  results from the Fourier convolution theorem. We deduce the mean internal 
stress over Vg from Eqs.(4) and (6).  

The internal elastic energy is computed started from its definition ( ) ( ) rij
Vg

ije dVrer
2
1 ∗∫σ−=φ  

and using the power theorem to get its expression in the Fourier space:  

 ( ) ( ) ξ
∗

ξ

ξξσ
π

−=φ ∫ dVe
2
1

8
1 ~

ij
V

~

ij3e , (8) 

where ( )ξ∗
~

ije  and ( )ξσij

~
 are computed previously. 

 
 
3. Application and Numerical results 
 
Mean internal stress over the grain and internal elastic energy are computed in the specific 
case of Fig. 1 for which the plastic source spreads along the (x3) axis: 
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Each previous quantity is composed of a constant Eshelby type term (for given µ and λ) and a 
second p-dependent one (p=R/h) containing the double integrals ( ) ( ) ( ) ( ) ( )p

5
p

4
p

3
p

2
p

1 I,I,I,I,I and ( )p
6I  

solved numerically. The evolution of the mean internal stress (Eq.(9)) and the internal elastic 
energy (Eq.(10)) are reported on Fig. 2 as a function of p. The values for elastic isotropic 
constants are µ=80000 MPa and λ=120000 MPa. 
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Figure 2. Evolution as a function of p: (a) Internal stress, (b) Internal elastic energy. 
 
Fig. 2 proves both quantities depend significantly on p=R/h which should give new prospects 
regarding the grain size effect in polycrystals. When p is low, e.g. p=1, grain size effects 
occur on internal stress (~7% of relative contribution) and on internal elastic energy (~25% of 
relative contribution). Conversely, when p increases, both quantities tend to the Eshelby 
solutions of the problem.  
 
4. Conclusions and perspectives 
 
We have identified periodic slip bands within a spherical grain as a periodic unidirectional 
plastic strain traveling the whole grain. The spacing between bands is modeled by the period 
of the considered non uniform plastic strain within the grain. Assuming a constant spacing 
between bands at any grain size, we found that the mean internal stress over the grain as well 
as the internal energy are grain size dependent until very large values of frequencies for which 
the classic Eshelby solutions are recovered. From this work, the driving forces associated with 
the process of slip bands generation in grains of different sizes will be studied in details and 
other periodic plastic strain fields will be also considered. 
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The beauty of dislocation theory is its economy of means: it distills the whole 
complexity of crystal plasticity to the motion and interaction of dislocations lines 
that occupy a tiny fraction of the material volume while the rest of the material 
remains essentially perfect and featureless. Thus, if one were to simulate, on a 
computer, dislocation motion in physically realistic ways, the overall response to 
external loads and, thus, material strength could be directly computed.

Such a direct calculation is a daunting task given that dislocation motion takes 
place on the length and time scales of nanometers and picoseconds whereas 
the strength response is defined by the collective motion of huge numbers of 
dislocation lines on the scales of tens of microns and seconds. Even though ma-
terial scientists have known for over 70 years that crystal strength is defined by 
dislocation behaviors, it has been impossible so far to put this knowledge to 
practical use and to compute crystal strength.  Massively parallel computing ap-
pears to be the only viable approach to closing the wide gap between the levels 
of computational performance afforded by the existing Dislocation Dynamics 
codes and that required to compute crystal strength for practical engineering 
applications.

Development of an efficient new approach for DD simulations on massively–
parallel computing platforms has been the objective of the ParaDiS project at 
LLNL since its inception in 2001. This project spawned new developments in dis-
location theory [1], materials physics [2], and mathematical algorithms and com-
puter science [3,4] that combine into a powerful new computational approach.  
ParaDiS is not only a versatile virtual material-testing machine but simultane-
ously an amazing computational in situ microscope and a proving ground for 
the statistical theory of dislocations.  Here we report on our recent direct calcu-
lations of plastic strength and hardening in BCC metals producing new insights 
on the origin of dislocation patterns.
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ABSTRACT 
 
 

The influence of stress applied perpendicularly to a slip plane during shear deformation of a 
crystal on the shear strength is important in many deformation processes. As an example, one 
can consider a nanoindentation process as a combination of shear and compressive 
deformations in the vicinity of an indentor. Previous studies, based on the empirical Lennard-
Jones potential, suggested nearly linear dependence of the theoretical shear strength on the 
normal tensile and compressive loading. The aim of this study is to verify those results using 
an ab initio approach for bcc Nb, Mo and W. The three bcc crystals were subjected to shear 
deformations in 〈111〉{112} slip system. Linear dependence was confirmed. 
 
 
1. Introduction 
 
The influence of a stress applied perpendicularly to slip planes during shear deformation on 
strength is important in many real deformation processes. In general, the combination of shear 
and compressive (or even tensile) stress can appear in specific parts of various machine 
components or in materials that support geotechnical constructions. However, this problem 
can be studied also at atomistic level. For example, one can analyze a process of dislocation 
nucleation in the vicinity of nanoindentors induced by shear and compressive deformations. 
Coupling of shear and normal stress components also determines a critical stress for glide of 
screw dislocations in bcc crystals [1]. 
 
 
Previous calculations concerning the coupling of normal and shear stresses [2], based on the 
empirical Lennard-Jones potential, suggested nearly linear dependence of the theoretical shear 
strength (TSS) on the normal tensile and compressive loading. However, in this study, the slip 
planes remained undistorted (atomic positions within the planes were fixed) along the entire 
shear deformation path. The aim of this study is to verify those results using an ab initio 
approach for three particular bcc metals (Nb, Mo and W).  
 
 
In the last decade, the theoretical strength was extensively studied from first principles. The 
papers [3-4] were focused on crystals subjected to pure shear loading. In those studies, two 
common slip systems: 〈111〉{110} and 〈111〉{112} were investigated in bcc crystals. TSS 
values computed for the two slip systems were very similar, particularly for the elements that 
were selected also for our study. Very recently, molecular dynamics simulations of Mo crystal 
sheared under superposed hydrostatic loading [5] revealed that the influence of combined 
loading can lead to qualitatively different failure mechanisms. 
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2. Computational details 
 
The selected bcc crystals were subjected to homogeneous shear deformations in  〈111〉{112} 
slip system. Along the deformation path, the system was fully relaxed in order to minimize all 
stress tensor components with the exceptions of superimposed normal stress σn (controlled by 
our computational procedure) and the resolved shear stress τ. The maximal value of shear 
stress τmax obtained along the deformation path was considered to be the TSS. 
 
 
For the electronic structure calculations, we utilized the Vienna Ab initio Simulation Package 
(VASP). This code uses plane wave basis set and projector augmented- wave potential [6]. 
The exchange-correlation energy was evaluated using the generalized-gradient approximation 
(GGA) of Perdew and Wang (1992). The 17×15×11 k-points mesh was used in all our 
calculations. The solution was considered to be self-consistent when the energy difference of 
two consequent iterations was smaller than 10 eV. The stress relaxation was performed using 
Hellman-Feynman forces. 
 
 
3. Computed results and discussions 
 
Tab. 1 contains computed values of the equilibrium lattice parameter a0 (1Å=10-10 m), the 
bulk modulus B and the shear modulus G along with experimental data [7]. Computed G 
values for shear in {112} plane are compared with values obtained from experimental elastic 
constants [8] using relation 
 

( )11 12 44 / 2G C C C= − + .    (1) 
 
 

Table 1 Computed values of the equilibrium lattice parameter a0 and both the bulk B 
and the shear G moduli along with experimental values. 
 

Element a0 B G 
  (Å) (GPa) (GPa) 

comp. 3.30 177 35Nb expt. 3.30 170 40
comp. 3.15 268 132Mo expt. 3.15 272 128
comp. 3.18 318 156W expt. 3.16 323 163

 
 
As can be seen from Tab. 1, the a0 values well agree with experimental data (within 1%). Also 
the calculated elastic moduli values mostly coincide within 4% with the exception of G 
modulus of Nb, where the computed value underestimates the experimental one by 12%. 
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Figure 1. Theoretical shear strengths as functions of superimposed normal stresses for 
111{112} slip system in Nb, Mo and W.  

 
The shear in {112} planes follows strictly the 〈111〉 direction with minor distortions of the 
slip planes. The computed dependencies of τmax on normal stress σn for the general 
〈111〉{112} slip system are plotted in Fig. 1. In case of Nb, 2τmax values are plotted in order to 
fit conveniently all values into one diagram. The dependences are nearly linear as follows 
from the linear regression lines of the displayed data points. Each line in Fig. 1 can be simply 
parameterized as 
 

max r k nτ τ σ= − ,      (1) 
 
where τr correspond to theoretical shear strengths without superimposed normal stress and the 
k parameters describe slopes of the linear regression lines. 
 

Table 2 Computed values of TSS at zero normal stress τr and slopes of linear 
regression lines k along with available literature data. 
 

TSSL TSSO τr k Element 
(GPa) (GPa) (GPa) (GPa)

Nb 6.4 - 6.6 0.13 
Mo 15.8 14.8 15.0 0.07 
W - 17.4 17.0 0.12 

 
 
Parameters of all displayed linear dependences were collected in Tab. 2. For comparison, the 
TSS values computed by Luo et al. [3] (TSSL) and by Ogata et al. [4] (TSSO) are also 
included in Tab. 2. It should be noted that their relaxation procedures correspond to our 
calculations with controlled zero normal stress. As can be seen, our results are in a reasonable 
agreement with the reported values. 
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4. Conclusions 
 
Atomistic modelling of shear in 〈111〉{112} slip system in three bcc metals under 
superimposed normal tensile and compressive stress was performed using ab initio 
calculations. The theoretical shear strength was computed for several values of the normal 
stress. It was found that the ideal shear strength increases (decreases) almost linearly with 
increasing compressive (tensile) stress.  
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ABSTRACT 

 
In order to get a better understanding of cleavage in nuclear reactor pressure vessels made of 
bainitic steels, we use a multi-scale approach involving molecular dynamics (MD), discrete 
dislocation dynamics (DD) and finite elements. We present here the first step: the MD to DD 
transition. We use a potential that reproduces the twinning/antitwinning asymmetry and  
stabilizes the glide of screw dislocations on (110) plane. We performed a set of MD 
simulations at low temperatures (50K to 150K) in a BCC structure to determine the velocity 
law of screw dislocations and local rules for dislocation motion. We distinguished three 
regimes of propagation depending on the stress and temperature. Then we introduced these 
local rules into a DD code taking into account the twinnning/antitwinning asymmetry. We 
finally used a ferritic lath geometry including initial source configurations and stresses 
determined by post-mortem TEM. 
 
 
1. Introduction : 
 
Nuclear reactor pressure vessels are made of bainitic steels, with α-Fe laths. In case of 
accident, cold water is injected which can lead to ductile to brittle transition and a brittle 
fracture by cleavage. At low temperatures, plasticity in BCC metals is controlled by the 
motion of screw dislocations which is not  well understood. This study aims at a better 
understanding of this low temperature plasticity in BCC Fe through a multi-scale approach 
involving MD, DD and finite elements. In the present paper, we will focus on the first scale-
transition: from MD to DD.  
 
 
2. MD simulations : 
 
2.2 Static Simulations: 
 
Firstly we performed static (temperature = 0K) simulations in order to understand screw 
dislocation slip geometry at low temperature [1]. It exists several EAM potentials of BCC iron 
leading to different core structures and slip geometries. We have chosen to test two different 
potentials: Simonelli potential [2] which predicts a degenerate core structure for screw 
dislocations and Mendelev potential [3] which predicts a non degenerate core structure. From 
the simulations, we computed the Peierls stress as a function of the orientation of the 
Maximum Resolved Shear Stress Plane (MRSSP). The two potentials show an asymmetry of 
the Peierls stress between the twinning and antitwinning region,in agreement with 
observations made on tension/compression tests. The Mendelev potential is selected because 
of its ability to stabilize (110) glide over most of the orientation range, as observed 
experimentally (fig. 1.).  
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 Figure 1. Peierls stress vs χ angle with Mendelev potential 
 
 
2.3 Dynamic simulations: 
 
2.3.1 Procedure: 
 
We used Mendelev potential to perform dynamic simulations. We investigated a range of 
temperatures between 50K and 150K and a range of stresses between 200 MPa and 700 MPa 
with a 64 nm long screw dislocation in order to observe thermally activated phenomena such 
as double kink nucleation. We used free boundaries conditions as in static simulations. We 
applied a shear stress resolved on a (110) plane. The simulation duration is 100 ps 
corresponding to a typical DD simulation timestep.  
 
2.3.2 Results: 
 
We distinguished 3 regimes of propagation depending on stress and temperature.  
For each case, the velocity of the edge parts is constant and about 4.5 nm.ps-1. 
At low stresses and low temperatures, we observed a single kink-pair regime, with average 
glide on (110) by double kink nucleation in the horizontal (110) plane. The two edge parts 
glide rapidly along the screw dislocation and annihilate with themselves thanks to the periodic 
boundary conditions applied along the dislocation. The screw line is restored between two 
double kinks. The length of a double kink is d, the size of a Peierls valley. But we noticed that 
the double kinks pass through an instable position at d/2. 
At higher stresses and temperatures, there is a transcient avalanche regime: one double kink 
initiates several others. Between two avalanches, there is significant waiting times (several 
ps). 
For higher stresses and temperatures we reach a rough regime characterized by cross-kink 
formation and debris left behind the dislocation line.  
These results are summarized in fig.2. Each point represents one simulation, with the screw 
velocity in nm.ps-1 and the average glide plane orientation from the (110) MRSSP. We can 
notice that for a reason that is not clear the velocity of screw dislocation is unrealistically 
high, which is why we only consider the geometric results as reliable enough to be introduice 
in the DDD code. 
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 Figure 2. Regimes of propagation depending on stress and temperature. 
 
 
3. DDD Simulations: 
 
Information from the atomic scale are introduced in a DD code [4] as local rules. In particular, 
we accounted for the glide asymmetry. We also adopted a screw dislocation velocity law 
based on strain rate jump experiments. With this new DD code we can describe the thermally 
activated motion of dislocations in α-Fe.  
We used TEM observations to reproduce ferritic lath configurations, especially activated glide 
system, initial configuration and applied stress field. Dislocation sources are localized in the 
grain boundaries. Furthermore, some tilt boundaries have been observed, which is why we 
applied bending stresses to the simulation cell.  
In the future we will use this kind of simulations to predict where and how cleavage is 
initiated inside a ferritic lath.  
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ABSTRACT

In this article we investigate the regularizing properties of Cosserat elasto-
plastic models in a geometrically linear setting. Extending previous work we
show that for the class of all quasistatic models of monotone type, solutions
to the problem with microrotations are well-posed. For vanishing Cosserat
effects we show also that the model with microrotations approximates the
classical Prandtl-Reuss solution in an appropriate measure valued sense.

1. Formulation of the problem and the main result

Let us denote by Ω ⊂ R3 a bounded domain with smooth boundary ∂Ω.
To determine a quasistatic deformation process of an inelastic body with
microrotations in the infinitesimal setting we have to find the displacement
vector u : Ω × R → R3, the microrotation matrix A : Ω × R → so(3) (the
last symbol denotes the Lie-algebra of skew-symmetric 3 × 3 matrices) and
the vector of internal variables z : Ω× R → RN such that

Divσ = −f ,
σ = 2µ (ε− εp) + 2µc (skew(∇u)− A) + λ tr[ε] · I ,

−lc ∆axl(A) = µc axl(skew(∇u)− A) , (1)

ż ∈ g(−ρ∇zψ(ε, z, A)) ,

ρψ(ε, z, A) = µ‖ε− εp‖2+
λ

2
(tr[ε])2+µc‖skew(∇u)−A‖2

+2lc‖∇axl(A)‖2+Lz · z ,
u|∂Ω

= ud , A|∂Ω
= Ad , z(0) = z0 .

Here, ε = sym(∇u) denotes the classical infinitesimal elastic strain tensor
and εp denotes the inelastic strain tensor which belongs to the set of internal
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variables. The vector z consists of εp and other components needed to de-
scribe the deformation process. Let us denote by B the projector Bz = εp.
µ, λ are positive Lame constants, µc > 0 is the Cosserat couple modulus and
lc := µL2

c > 0 is a material parameter where Lc with units of length defines
an internal length scale. The operator skew denotes the skew-symmetric part
of a 3× 3 tensor and axl is the standard isomorphism between the set so(3)
and R3. g is the inelastic constitutive multifunction, which we assume to be
maximal monotone, to satisfy 0 ∈ g(0) and tr[g] = 0. Inelastic flows with
these properties are called of monotone type (see [1]). ψ is the free energy
function, L ∈ RN×N

sym is a positive semi-definite operator such that the op-
erator Mz = 2µBTBz + Lz is positive definite. ud, Ad are given Dirichlet
boundary data, z0 are given initial data and f describes external body forces
acting on the material.

Main Theorem Suppose that the constitutive multifunction g is a maximal
monotone mapping with 0 ∈ g(0), tr[g] = 0 and the given data f, ud, Ad

satisfy: for all times T > 0

f ∈ C1([0, T ], L2(Ω,R3)) , f̈ ∈ L2((0, T )× Ω,R3) ,

ud ∈ C2([0, T ],H 1
2 (∂Ω,R3)) ,

...
ud∈ L2((0, T ),H 1

2 (∂Ω,R3)) ,

Ad ∈ C2([0, T ],H 3
2 (∂Ω, so(3))) ,

...

Ad∈ L2((0, T ),H 1
2 (∂Ω, so(3))) .

(2)

Moreover, assume that the initial data z0 ∈ L2(Ω,RN) are chosen such that
the initial value of ∇zψ belongs to the domain of the maximal monotone
operator g. Then the system (1) possesses a global in time, unique solution
(u, z, A) with the regularity: for all T > 0

u ∈ W1,∞((0, T ),H1(Ω,R3)) , z ∈ W1,∞((0, T ), L2(Ω,RN)) ,

A ∈ W1,∞((0, T ),H2(Ω, so(3))) .

Our Main Theorem implies that for all monotone models in the inelastic
deformation theory the independent microrotations have a regularizing effect:
the strains remain in L2 and the solution is found in H1. This is at variance
with the case without Cosserat effects where we observe a lack of regularity
of the strain and the inelastic strain tensors (see for example [2]).

2. Yosida approximation and energy estimates

In this section we present an approximation process for system (1). We
rewrite system (1) with the Yosida approximation gη instead of g and try to
pass to the limit η → 0+. Thus, for η > 0 we study the following system of
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equations

Divση = −f ,
ση = 2µ (εη − εη

p) + 2µc (skew(∇uη)− A) + λ tr[εη] · I ,
−lc ∆axl(Aη) = µc axl(skew(∇uη)− Aη) , (3)

żη = gη(−ρ∇zψ(εη, zη, Aη)) ,

ρψ(εη, zη, Aη) = µ‖εη − εη
p‖2+

λ

2
(tr[εη] I)2+µc‖skew(∇uη)−Aη‖2,

+2lc‖∇axl(Aη)‖2 + Lz · zη ,

uη
|∂Ω

= ud , Aη
|∂Ω

= Ad , zη(0) = z0

with the same data f, ud, Ad, z
0 as for the system (1). Existence and unique-

ness results for system (3) follow by standard methods. The main idea in the
limit procedure η → 0+ is based on the coerciveness of the energy associated
with the problem. A proof of this statement can be found in [3].

3. Approximation of perfect elasto-plasticity

In this section we study the limit process µc → 0+ of vanishing Cosserat
effects in the Cosserat-Prandtl-Reuss model, this means in (1) with the
Prandtl-Reuss flow rule. Let us denote by M3×3

sym(Ω) the Banach space con-
taining all bounded Radon measures in Ω with values in Sym(3) = R3×3

sym, by
devM3×3

sym(Ω) the subspace of M3×3
sym(Ω) consisting of measures with vanish-

ing trace and by BD(Ω) the space of bounded deformations {u ∈ L1(Ω,R3) :
1/2(∇u + ∇Tu) ∈ M3×3

sym(Ω)} (for more details see [5]). Moreover, let us
denote with L∞w ((0, T ), X) the space of bounded and weakly measurable
functions defined on the interval (0, T ) with values in the Banach space X.
Finally, denote by K the set of admissible stresses in the Prandtl-Reuss flow
rule, which we assume to be of the form Kd × R and Kd ⊂ dev Sym(3) is
closed, convex, bounded set with 0 ∈ int(Kd).

Definition 1 [measure-valued solutions] Let f be a given external force
and ud be a given Dirichlet boundary data. We say that a pair (u, εp) sat-
isfies the equations of the Prandtl-Reuss model in the sense of measures
if u ∈ W1,∞

w ((0, T ),BD(Ω)), εp ∈ W1,∞
w ((0, T ), devM3×3

sym(Ω)) , ε(u) − εp =
1
2
(∇u+∇Tu)− εp ∈ W1,∞((0, T ), L2(Ω, Sym(3))) , the balance of linear mo-

mentum −Divσ = −Div(2µ(ε − εp) + λtr[ε] · I) = f is satisfied in the L2-
sense and the inelastic constitutive equation is satisfied in the measure sense.
This means that for all τ ∈ L2(Ω, Sym(3)), such that Divτ ∈ L2(Ω,R) and
τ(x) ∈ K for a.e. x ∈ Ω the expression 〈ε̇p, (σ−τ)〉 is a nonnegative measure.
Moreover, the Dirichlet boundary condition is satisfied in the normal direc-
tion u|∂Ω

· n = ud · n, where n is the normal unit vector to the boundary ∂Ω.
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Definition 2 [safe-load condition] We say that the given force f satisfies the
safe-load condition if there exists a function u∗d ∈ W1,∞((0, T ),H1(Ω,R3))
such that the following linear elastic problem

−Divσ∗(x, t) = f(x, t) ,

σ∗(x, t) = 2µ ε(u∗(x, t)) + λtr[ε(u∗(x, t))] · I ,
u∗(x, t)|∂Ω = u∗d(x, t)|∂Ω

possesses a solution u∗ ∈ W1,∞((0, T ),H1(Ω,R3)) such that σ∗(x, t) ∈ K for
a.e. (x, t) ∈ Ω× (0, T ) and

∃ c∗ > 0 dist(σ∗(x, t), ∂K) ≥ c∗ for a.e.(x, t) ∈ Ω× (0, T ) .

Theorem Let us assume that f, ud, Ad satisfy (2) and f satisfies the safe load
condition. Moreover, suppose that the initial data ε0

p ∈ L2(Ω, dev Sym(3))
are chosen such that the initial value of εµc belongs to L2(Ω, Sym(3)) and
2µ (εµc(x, 0)− ε0

p(x)) ∈ K for a.e (x, t) ∈ Ω× (0, T ).
Then for µc → 0+ the sequence {(uµc , εµc

p )} of solutions to the Cosserat-
Prandtl-Reuss problem possesses a subsequence which converges weakly to a
solution in the measure sense of the perfect elasto-plasticity and the sequence
{Aµc} converges strongly in the space C([0, T ],H1(Ω, so(3))) to a harmonic
function, which satisfies the Dirichlet boundary condition A|∂Ω = Ad.

For all proofs of results presented in this summary we refer to [4].
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[3] P. Neff and K. Che lmiński. Infinitesimal elastic-plastic Cosserat microp-
olar theory. Modelling and global existence in the rate independent case.
Proc. Roy. Soc. Edinb. A, 135:1017–1039, 2005.
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Effective mechanical behavior of isotropic multi-micro-
cracked materials 

Luciano Colombo
Department of Physics - University of Cagliari, Cittadella universitaria, I-09042 Monserrato (Ca), Italy

The macroscopic mechanical behavior of a degraded material depends upon 
the positional and orientational internal distribution of cracks, as well as upon 
the interactions among them. In many fields - ranging from structural enginee-
ring, to materials science, to geophysics - a key issue is to evaluating the effec-
tive elastic properties (stiffness tensor) governing the behavior of a multi-micro-
cracked material on the macroscopic scale.

The present work is addressed at investigating the elastic properties of micro-
cracked solids, by considering dispersions of cracks with arbitrary orientational 
distributions. Our model is developed through homogenisation techniques in 
order to predict the effective macroscopic elastic and mechanical behaviour.

We develop a formal unified theory covering all of the orientational distribu-
tions of cracks, including the totally random distribition and the ordered one 
(corresponding to parallel crack axis). The micro-mechanical averaging allows 
us to obtain closed-form expressions for the macroscopic or equivalent elastic 
moduli of the overall material under the hypothesis of low cracks density. They 
are found to depend upon the density of cracks and upon their orientational 
distribution, which is completely defined by suitable order parameters.

The analysis has been performed in two-dimensional (2D) elasticity (plane stress 
and plane strain) with slit like cracks and in three-dimensional (3D) elasticity 
with planar circular cracks. In particular, we prove that the 2D elastic behaviour 
of such a micro-cracked material is completely defined by one order parame-
ter, which depends on the given angular distribution. On the other hand, the 
elastic characterisation in three dimensions depends on two order parameters. 
The particular cases of isotropic orientations of cracks (both in 2D and in 3D) 
have been generalised to higher values of the cracks density by means of the 
method of the iterated homogenisation, which leads to some differential equa-
tions. Their solutions show that the equivalent elastic moduli depend exponen-
tially on the cracks density.

This work has been funded by MIUR under project PON-CyberSar.
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ABSTRACT 
 

Experiments have consistently revealed that the plastic deformation properties of bulk 
metallic nanocrystalline materials depend sensitively on grain boundary structure and the 
missorientation topology of the grains. We present a number of methodologies in which we 
can construct atomic configurations that contain particular levels of missorientation 
connectivity, CSL and Sigma boundary content, extrinsic grain boundary dislocation content 
and the presence of twin lamella within the grain interiors. 
 
1. Introduction 
 
The search for understanding of deformation mechanisms in nanocrystalline (nc) metals has 
widely profited from the use of molecular dynamics, revealing as possible plastic deformation 
mechanisms, grain boundary (GB) accommodation processes such as GB sliding and intra-
granular slip that involves dislocation emission and absorption at GBs [1]. Thus the details of 
the GB structure and network structure are expected to play a central role in determining the 
plastic deformation properties of nc materials. Past simulations have been predominatly 
concerned with computer generated nc samples containing random missorientations, and thus 
predominantly a general high angle GB content. On the other hand, careful analysis of 
experimental samples in the TEM evidences the presence of many special GBs including 
coincidence site lattice (CSL) boundaries, perfect and general sigma boundaries and low-
angle pure tilt boundaries [2]. In other words, there might be a discrepancy between the type 
of GB structures incorporated in the simulations and those present in experimental samples. 
 
In the present work we introduce a method of computer sample construction in which we 
include clusters of grains containing special boundaries with in the nc network, with the goal 
of studying the influence of the presence of special boundaries in MD deformation 
simulations [3]. We also show an example of how such special GBs can exhibit unique 
dislocation source properties for the case of a vicinial twin boundary (VTB) [4]. 
 
2. Grain boundary network construction and deformation properties 
 
For molecular dynamics simulations of fully three dimensional nanocrystalline metals, it has 
been common practice to use the Voronoi method [5]. In the present work, the sample 
geometry is constructed using the Voronoi method in combination with a Delaunay 
triangulation, using the ‘‘Qhull’’ set of algorithms [6]. The Delaunay triangulation is the 
geometrical triangulation between the Voronoi centers equivalent to the ‘‘nerve’’ of the 
Voronoi cells. Applied to the construction of the nc sample it can thus be used to map out the 
interconnectivity of the GB network, which is essential for a GB characterization of the 
sample. In this way the Voronoi cell structure and the facets corresponding to each individual 
GB are found geometrically, allowing for the characterization of the sample prior to the 
atomistic simulation. For the present study we have constructed three types of nc samples in 
which clusters of three grains are connected via CSL and low angle grain boundaries.  
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Fig. 1a displays such a CSL connected cluster containing a symmetric sigma=3 twin, a non-
symmetric sigma=3 twin and a non-symmetric sigma=9 boundary. When such clusters are 
inserted into a general high angle GB network containing grain with a mean grain diameter of 
5 nm, the resulting plasticity due to GB sliding regime is reduced when compared to a similar 
nc sample containing only general high angle GBs [3]. Fig 1b, now shows a cluster of three 
grains connected via low angle twist free grain boundaries – the 100 dislocations that 
accommodate the miss-orientation are arrowe. Upon loading, such lattice dislocation 
structures propagate with a change in resulting GB structure that can lead to grain coalescence 
[7].  

 
Figure 1: Sections of clusters from a) a CSL sample viewed along a (110) direction, b) a low 
angle (100) tilt sample viewed along a (100) direction. The black arrows indicate (100) lattice 
dislocations.   
 
4. Dislocation nucleation at a vicinial twin boundary. 
 
Understanding the role played by twin boundaries in the deformation mechanisms of nc 
metals is becoming of increasing importance, not only because many of the common 
synthesis methods produce a non-negligible amount of grown-in twins, but also because some 
techniques, such as pulsed electrodeposition, allow the optimisation of twin boundary  content 
within GBs. It is well established that misfit due to any small deviation in lattice 
misorientation across the boundary will be accommodated by step structures made of an 
alternation between coherent and incoherent twin boundaries. Such a twin dominated GB 
structure can be defined as a vicinal twin boundary.  
 
Here we study the behaviour of a VTB in an nc structure, and demonstrate that the presence 
of step structures as small as one atomic plane can trigger dislocation sources emitting 
dislocations on glide planes non-parallel to the TB planes. The sources are situated at the 
intersection of the step structure with a general grain boundary. These glide planes intersect 
but do not contain the entire step structure, resulting in migration of the neighbouring perfect 
twin segment. The simulations are performed on nc-Al, since this is the only material 
producing full dislocations in MD of nc systems [8]. Fig. 2 displays such a GB prior to 
deformation a) and during two stages of deformation b) and c). The view is nearly 
perpendicular to the VTB where atoms are coloured according to the local crystalline order. 
For ease of interpretation, the fcc atoms are left out, and only the red (hexagonal close-packed 
coordinated), green (other 12 coordinated) and blue (non-12 coordinated) atoms of the grain 
are shown. The surrounding GBs are pictured by grey planes.  
 
Upon loading, three full dislocations are emitted on the plane with the highest Schmid factor 
for this grain. At larger deformations these dislocations begin propagating into the grain 
interior (fig. 2b), whilst a fourth dislocation is emitted from a triple junction on a slip plane 
that is parallel with the perfect twin segments. This plane has the second highest Schmid 
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factor for the grain. Despite the relatively large number of dislocations nucleating and 
propagating on different slip planes within this grain, it is remarkable that all dislocations are 
finally absorbed in opposite neighbouring GBs leaving behind no footprint of a dislocation 
network (Fig. 2c). Comparing the structure of the VTB between Fig. 2a and 2c, it is clear that 
the observed dislocation activity has changed the structure of the VTB. This changes result in 
a migration of the entire VTB whilst at the same time changing the structural details of the 
twin-step structure. Indeed during deformation the length of some step structures increase 
while others decrease. 

 
Figure 2: View of grain interior containing a vicinial twin boundary structure as a function of 
time during uniaxial loading, where (a) is the configuration prior to loading and (b)–(c) during 
plastic loading. 
 
5. Discussion 
 
The above MD simulations underline the importance of both the type of grain boundaries and 
the connectivity of the grain boundaries through the nanocrystalline network. By introducing 
only a small degree of connectivity via particular classes of special grain boundaries as 
clusters of three grains, the resulting deformation properties can be altered. Since x-ray 
diffraction techniques constitute a primary method of microstructural characterisation, a 
recent numerical algorithm [9] that allows for the efficient calculation of entire x-ray powder 
diffraction spectrum for a multi-million atom configurations can be used to investigate the 
shape and form of X-ray spectra as function of such tailor-made structures allowing for the 
validation of the traditional peak analyses procedures used to extract microstructural 
information from experimental X-ray diffraction spectra. Future work will be concerned with 
increasing the spatial extent of the aforementioned missorientation connectivity, with the hope 
of developing more realistic nanocrystalline networks. The X-ray diffraction spectrum of such 
tailor made structures can then be calculated for a direct comparison to experiment. 
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We present a study of the plastic deformation of micron-size single crystals 
using 3D parametric dislocation dynamics. An assessment of the crystal-size de-
pendence of the stress versus strain response will be analyzed for cylindrical 
microcristals oriented for single slip having sample diameters in the range 0.25 
to 10 5m.  A finite deformation formulation of dislocation dynamics is develo-
ped to study the effect of loading axis rotation on the activation of slip event 
avalanches. Statistical aspects of dislocation production from crystal surfaces, 
activation of internal dislocation sources, and the cross-slip process are inclu-
ded in the analysis. The boundary element method (BEM) is used to calculate 
the image field due to the finite dimensions of the crystal, and the solution is 
superimposed on the elastic field resulting from dislocation ensembles in an in-
finite medium.  The results of computer simulations are compared to the experi-
mental measurements of Uchic et. al. on single crystal nickel micro-compression 
samples (Science, Vol. 305. no. 5686, pp. 986 - 989 ).
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Multi-Time Scale Analysis of Cyclic Deformation in
Polycrystalline Metals

Sivom Manchiraju, 1 Somnath Ghosh 3

Abstract

A dual-time scale finite element model is developed in this paper for simulating cyclic defor-
mation in polycrystalline alloys. The material is characterized by crystal plasticity constitutive
relations. The finite element formulation of the initial-boundary value problems with cyclic load-
ing involves decoupling the governing equations into two sets of problems corresponding to two
different time scales. One is a long time scale (low frequency) problem characterizing a cycle-
averaged solution, while the other is a short time scale (high frequency) problem for a remaining
oscillatory portion. Cyclic averaging together with asymptotic expansion of the variables in the
time domain forms the basis of the multi-time scaling. The crystal plasticity equations at the two
scales are used to study cyclic deformation of a titanium alloy Ti-6Al. This model is intended to
study the fatigue response of a material by simulating a large number of cycles to initiation.

1 Introduction

Many metals and alloys find widespread utilization in various high performance applications such
as automotive and aerospace components. During service, many of these components are exposed
to cyclic loading conditions resulting in their fatigue. Fatigue failure in the microstructure evolves
in three stages [1], viz. (i) crack nucleation due to inhomogeneous plastic flow or grain boundary
failure, (ii) subsequent crack growth by cyclic stresses, and (iii) coalescence of cracks to cause
fast crack propagation. Traditionally Fatigue design uses the stress-life or S-N approach and the
strain-life approach e.g. the Coffin-Manson rule or uses linear elastic fracture mechanics based
approach like the Paris law [3]. Although these models have worked well for alloys under specific
test conditions, a lack of underlying physics and microstructure based considerations impede their
portability to generic materials and load conditions.

Microstructural features that include morphological and crystallographic characteristics, e.g.
crystal orientations and misorientations, grain boundary geometry etc, govern the mechanical be-
havior and fatigue failure response. Crystal plasticity theories with explicit grain structures are
effective in predicting localized cyclic plastic strains [4, 5]. The recent years have seen significant
efforts in modeling cyclic plasticity and fatigue with considerations of microstructural stress-strain
evolution[6, 7, 8, 4, 8, 9]. Most simulations performed with 3D crystal plasticity are in the range
of 100 cycles [4, 8, 9] and the results are subsequently extrapolated for fatigue predictions as solu-
tion by conventional methods of time integration is prohibitively expensive. Yu and Fish [10] have
proposed a temporal homogenization method in which they assumed all the variables to be locally
periodic in temporal domain. But for a deformation with evolving plastic variables, periodicity in
temporal domain cannot be assumed.

1Graduate Research Associate
3Corresponding Author, Nordholt Professor, Department of Mechanical Engineering, The Ohio State University,

Columbus, OH, USA, E-mail: ghosh.5@osu.edu
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A method of solution of crystal plasticity equations is developed in this paper using two time
scales involving compression and rarefaction. From the set of crystal plasticity based governing
equations, it develops a decoupled set of equations characterized by the two time scales. One is a
long time scale (low frequency) problem characterizing a cycle-averaged solution, while the other
is a short time scale (high frequency) problem for a remaining oscillatory portion. The multi-time
scaling results in an enormous gain (about 50 times) in computational efficiency over single time
integration with almost no loss of accuracy.

2 Crystal Plasticity Constitutive Relations

The material studied in this work is a crystal with a hexagonal close packed or hcp structure,
e.g. titanium alloys, consisting of 5 different families of slip systems to a total of 30 slip systems
[6]. The deformation behavior of the hcp material in this paper is modeled using a rate dependent,
isothermal, elastic-viscoplastic, finite strain, crystal plasticity formulation following the work [6, 7]
which is summarized below.

S = C : Ee, F = FeFp, det
(
Fe) > 0 where Ee

=
1
2

(
FeTFe − I

)

L = ḞpFp−1
=

nslip∑
α

γ̇αsα, γ̇α = γ̇0

∣∣∣∣∣τ
α

gα

∣∣∣∣∣
1
m

sign(τα), τα = (FeTFeS) : sα

ġα =
nslip∑
β

hαβ
∣∣∣γ̇β∣∣∣, hβ = h0

∣∣∣∣∣∣1 − gβ

gβs

∣∣∣∣∣∣
r

sign

⎛⎜⎜⎜⎜⎝1 − gβ

gβs

⎞⎟⎟⎟⎟⎠ , gβs = gs0

(
γ̇β

γ̇0

)c

ταeff = |τ
α − ταkin|, and ταkin = (σkin · n

α) · mα

σkin =

∑
α

Ω
α(mα ⊗ nα + nα ⊗ mα), Ω̇α = c γ̇α − dΩα

∣∣∣γ̇α∣∣∣ (1)

3 Decomposition of Constitutive Variables into Averaged
and Oscillator Parts

When subjected to an oscillating load, the deformation behavior exhibits an oscillatory behavior
about an averaged or ’macroscopic’ evolution of state variables. The frequency or rate of change of
averaged variables is generally quite slow in comparison with the frequency of the applied cyclic
loads. Consequently, it is conceivable to introduce two different time scales in the solution. A
coarse time scale t, for the average variables which can be solved by time increments that are
significantly longer than the period of a single cycle and a fine time scale τ, that is necessary
for providing adequate resolution to the rapidly varying behavior due to the oscillating load. The
relation between the two time scales t and τ may be defined as t = ετ, where ε << 1 is a small
positive scaling parameter. A superscript ε associated with a variable denotes its association with
both the time scales. Consequently, all the response fields in the body φ(ε) (x, t) at a given spatial
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location x are assumed to exhibit dependence on the coarse time scale t and the fine time scale τ
and is expressed as: φ(ε) (x, t) = φ(x, t, τ)

Using chain rule and the relation between the time scales, the time derivatives in the two time
scales is given as:

φ̇(ε)
=
∂φ(ε)

∂t
=
∂φ

∂t
+

1
ε

∂φ

∂τ
(2)

The cycle-averaged field variable over a period T in the fine time-scale τ = t
ε
, at time t is defined

as

φ̄(t) = 〈φ(t, τ)〉 =
1
T

∫ t
ε
+T

t
ε

φ(t, τ) dτ (3)

The symbol < · > corresponds to the averaging operator. A general decomposition of all variables
in the constitutive equation is therefore proposed in the following form:φ(t, τ) = φ̄(t) + φ̃(t, τ). The
bar in the expression corresponds to the solution of a set of ‘macroscopic’ or averaged equations.
The tilde, on the other hand, refers to the remainder of the solution (oscillatory portion). Typically
the amplitude of the oscillations is a monotonic function of time, and the oscillations vary in both
the t and the τ scales. Thus it is prudent to assume that the non-periodic oscillatory part may be
obtained by the superposition of monotonically varying amplitude on a periodic cyclic response.
Thus the oscillatory portion is decomposed multiplicatively and additively as:

φ̃(t, τ) = φ̃nos(t, τ)φ̃per(τ) = φ̃osc(t, τ) + φ̃c(t) (4)

Because of multiplicative decomposition,the oscillator is zero at the exact same cycle-reference
time τ̂ (∈ [0, T ]) in each cycle.This serve as the initial conditions for the oscillatory solution in
each cycle. The additive decomposition in equation (4) is needed to annual the additional term in
the average solution due to the non-periodicity of the oscillatory part such that cyclic average of
oscillator is zero. Four independent variables are identified in the crystal plasticity based finite ele-
ment equations. They are: (i) the displacement field vector u, (ii) the plastic deformation gradient
tensor Fp, (iii) the slip system resistance parameter gα and (iv) scalar kinematic variableΩα. These
four independent variables can be decomposed into average and the oscillator and the oscillator is
decomposed further following (4).

From the characteristics exhibited by typical oscillatory solution the oscillator φ̃(t, τ) can be
expanded in an asymptotic series. Thus any field variable φ(t, τ) can be expanded as:

φ(ε)(t, τ) = φ̄(t) +
[
φ̃osc(0)(t, τ) + φ̃c(0)(t)

]
︸�������������������������������︷︷�������������������������������︸

φ(0)

+ε
[
φ̃osc(1)(t, τ) + φ̃c(1)(t)

]
︸����������������������︷︷����������������������︸

φ(1)

+ε2
[
φ̃osc(2)(t, τ) + φ̃c(2)(t)

]
︸����������������������︷︷����������������������︸

φ(2)

+o(ε3)

(5)
The time derivative of these independent variables φ(ε)(t), are expressed by substituting equa-

tion (5) in (2) as

φ̇(ε)(t) =
1
ε

(
∂φ̃nos(0)(t, τ)
∂τ

)
+

(
∂φ̄(t)
∂t
+
∂φ̃osc(0)(t, τ)

∂t
+
∂φ̃c(0)(t)
∂t

+
∂φ̃osc(0)(t, τ)
∂τ

)

+

∑
n=1,2,···

εn
(
∂φ̃osc(n)(t, τ)

∂t
+
∂φ̃c(n)(t)
∂t

+
∂φ̃nos(n+1)(t, τ)

∂τ

)
(6)
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With the expansions of the primary variables and their time derivative,(5,6), all derived vari-
ables in the constitutive equations are derived and consequently the original initial-boundary value
problem is decomposed into an average IBVP and different orders of oscillatory IBVP.

3.1 The Averaged Problem

The average initial-boundary value problem can be summarized as:

Equilibrium: σ̄i j, j + b̄i = 0; B.Cs: σ̄i jn j =< t∗i > on Γt ūi =< u∗i > on Γu

Constitutive Relations: F̄i j = F̄e
ik F̄ p−1

k j ; Ēe
i j =

1
2

(F̄e
kiF̄

e
k j − δi j)

S̄ i j = Ci jklĒ
e
kl;

˙̄Fp
ikF̄ p−1

k j =

nslip∑
α

˙̄γαsαi j

together with the evolution of plastic variables γ̄α,ḡα and Ω̄α which are summarized below.

Shear strain rate (S): γ̇α(0)
= ˙̄γα(0)

+ ˙̃γα(0)
= γ̇0

∣∣∣∣∣∣∣
τ̄αeff + τ̃

α(0)
eff

ḡα

∣∣∣∣∣∣∣
1
m−1 ⎛⎜⎜⎜⎜⎜⎜⎝ τ̄

α
eff + τ̃

α(0)
eff

ḡα

⎞⎟⎟⎟⎟⎟⎟⎠
Flow rule (F):

∂(F̄ p)i j

∂t
+
∂(F̃ p)osc(1)

∂τ
=

nslip∑
α=1

γ̇α(0) sαikF̄ p
k j,

Hardening evolution (H):
∂ḡα

∂t
+
∂(g̃α)osc(1)

∂τ
=

nslip∑
β=1

(h̄αβ + h̃αβ(0))
∣∣∣ ˙̄γ + ˙̃γ(0)

∣∣∣β

Backstress evolution (B):
∂Ω̄α

∂t
+
∂(Ω̃α)osc(1)

∂τ
= c( ˙̄γ + ˙̃γ(0))α − dΩ̄α

∣∣∣ ˙̄γ + ˙̃γ(0)
∣∣∣α

(7)

3.2 The Oscillatory Equations: Zero-th Order

Isolating the coefficients of ε−1 in the evolution equations results in the zero-th order equations for
plastic variables in the oscillatory problem. They are:

Flow rule (F):
∂(F̃ p)osc(0)

i j

∂τ
=

nslip∑
α

γ̇α(−1) sαikFp(0)
k j = 0

Hardening evolution (H):
∂(g̃α)osc(0)

∂τ
= 0; Backstress evolution (B):

∂(Ω̃α)osc(0)

∂τ
= 0 (8)

Thus,the Zero-th order terms of the oscillatory plastic variables may be assumed to be zero.
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3.3 The Oscillatory Equations: First Order

The first order oscillators can be solved using the averaged and the zero-th order oscillators from
the following equations:

Shear strain rate (S): ˙̃γα(0)
= γ̇0

∣∣∣∣∣∣∣
τ̄αeff + τ̃

α(0)
eff

ḡα + g̃α(0)

∣∣∣∣∣∣∣
1
m−1 ⎛⎜⎜⎜⎜⎜⎜⎝ τ̄

α
eff + τ̃

α(0)
eff

ḡα + g̃α(0)

⎞⎟⎟⎟⎟⎟⎟⎠ − ˙̄γα

Flow rule (F):
∂(F̃ p)osc(1)

∂τ
=

nslip∑
α=1

γ̇α(0)sαik(F̄
p
k j + F̃ p

k j

(0)
) −
∂(F̄ p)i j

∂t

Hardening evolution (H):
∂(g̃α)osc(1)

∂τ
=

nslip∑
β=1

(h̄αβ + h̃αβ(0))
∣∣∣ ˙̄γ + ˙̃γ(0)

∣∣∣β − ∂ḡα
∂t

Backstress evolution (B):
∂(Ω̃α)nos(1)

∂τ
= c( ˙̄γ + ˙̃γ(0))α − d(Ω̄α + Ω̃α(0))

∣∣∣ ˙̄γ + ˙̃γ(0)
∣∣∣α − ∂Ω̄α

∂t
(9)

4 Cycle Averaged Effective Constitutive Equations

The coupled evolution equations (7) cause the coupling between the averaged and the oscillatory
problems. If all the response fields are assumed to be locally periodic in τ, the averaged and the
oscillatory problems can be decoupled by applying averaging operator < · > to the coupled evo-
lution equations. The periodic assumption, made in [10], is however not valid in case of evolving
plastic variables. In the present work, a decoupling scheme that does not depend on periodicity
assumptions is proposed.Sets of time scale or cycle-averaged constitutive equations are developed
for this purpose. An averaged function φ̄ (t) can be interpreted as a function that is the result of con-
tinuous representation of a set of data points φ̄(n), obtained from detailed single scale simulation.
The cycle averaged equations are defined for the evolution of any averaged variable ∂(φ̄)

∂t , subjected
to cycle averaged applied load. For example, the evolution equation for the averaged shear strain
rate is expressed as:

∂γ̄α

∂t
= γ̇∗α0

∣∣∣∣∣ τ̄
α − τ̄kin

ḡα

∣∣∣∣∣
1
m

sign(τ̄α − τ̄kin) (10)

where γ̇∗α0 is a yet to be determined coefficient that is expected to be a function of time or other
evolving variables. This coefficient is developed from considerations of the link between the
averaged and the oscillatory solutions. The averaged rate ∂(φ̄)

∂t is not dependent on the assump-

tion of periodicity. As a one dimensional illustration, consider a non-periodic function: ∂φ

∂t =

tsin(ωt) with initial conditions: φ(0) = 0 The solution to this problem is φ(t) = −tcos(ωt)
ω

+
sin(ωt)
ω2

The cyclic average of the solution is φ̄(t) = 0 and therefore ∂φ̄
∂t = 0. But, the application of the

averaging operator < · > on both sides of the differential equation yields:
〈
∂φ

∂t

〉
= − 1

ω
⇒ φ̄(t) =

− t
ω
� 0. Thus average effective rate is able to capture the average while the conventional homoge-

nization fails for the case of non-periodic functions. Because g̃α � ḡα (7) and for most cases ḡα is
almost constant within each cycle.Thus γ̇∗0 is only a function of resolved shear stress. To quantify
this dependence, the oscillations in the resolved shear stress τ̃α, are represented by characteris-
tic parameters for example, amplitude. While in the present study, only one parameter is used to
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characterize the oscillator, use of more parameters is being considered in future studies to improve
accuracy. The function f is determined by crystal plasticity FEM simulations for a single crystal
by a single time scale integration process for different values of τ̄α and τ̃α. With knowledge of the
average and the amplitude of the oscillation of τα, the parameter γ̇∗α0 can be obtained by interpo-
lating from these results.However, the amplitude of the oscillatory part is unknown apriori during
the solution stage of the averaged problem.The asymptotic expansions of equations (8) show that
the zero-th order oscillations in plastic variables are zero. As long as εF̃ p(1)

i j → 0, the response in
the resolved shear stress oscillator τ̃α is close to elastic response,or the oscillator amplitude is con-
stant with time. For εF̃ p(1)

i j to be large, large oscillations in shear strain rate are needed, for which
τmin

τmax → −1.Such a case is not investigated here. Similarly the averaged evolution equations for
hardness evolution and the back-stress are also defined. In conclusion, once the averaged solution
for all the evolving variables are obtained in the CPFEM model, the dual time scale total solution
is obtained by superposing different orders of the oscillatory solution for convergence to the true
solution.

5 A Numerical Example

This dual-time scale algorithm is used to study the deformation response of polycrystalline tita-
nium alloy Ti-6Al subjected to cyclic loading using experimentally validated CPFEM ([6]). The
cyclic response is simulated using both the single time scale and the multiple time scale algo-
rithm.The constitutive laws are implemented in the commercial finite element code MSC MARC
([11]). A unit cube of polycrystalline aggregate is modeled by descretizing the cube by 2744 cubic
elements with eight integration points. Each element in the FE model represents one grain and
is assigned a specific orientation. Statistical equivalence in Orientation, misorientation and mi-
crotexture between the simulated and experimental microstructures is achieved by using a method
developed and described in ([7]). The pressure profile applied is sinusoidal with frequency of 1
Hz, mean of 500 MPa and amplitude of 250 MPa and the deformation response for hundred cy-
cles is simulated. Because the applied loading is of high frequency, the single time integration
simulation requires around 50 time increments for the solution for each cycle. In the multi-time
scale algorithm, the average problem is solved using the effective constitutive equations outlined
in section 4.Since the loading is not oscillatory, the time increments required for the solution of
the average problem is limited only by the accuracy of the implicit time integration ([5]) for the
effective constitutive equation. The average simulation took around 30 minutes to solve for 100
cycles resulting in approximately a sixty times computational gain. Upon obtaining the solution
of the average problem, the oscillatory problems are solved for the last five cycles and superposed
on the average solution to recover the total solution. Figure (1) shows the volume averaged total
strain in the loading direction in the polycrystalline aggregate obtained from the single time-scale
and multiple time-scale solutions. The volume averaged plastic strain in the loading direction with
these two approaches is compared in figure (2a). Excellent agreement is found in the macroscopic
or averaged solutions. For comparison at the microscopic level, the shear slip in an active slip sys-
tem at an integration point in an element by the two methods is plotted in figure (2b). The dual-time
scale algorithm solution agrees very well with the single time scale solution at both macroscopic
scale and grain level. The proposed two-time scale algorithm can achieve very high computational
gain with almost no loss of accuracy for problems with cyclic loading and deformation.
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6 Conclusions

A novel two-scale algorithm in the temporal domain is developed in this paper to study anisotropic-
plastic material response under cyclic loading. The initial boundary value problem is decomposed
into an uncoupled set of averaged problem and oscillatory problems. Effective constitutive equa-
tions are developed for the averaged problem in order to decouple the average and the oscillations.
The resulting averaged constitutive equations do not rely on any assumptions of periodicity. The
averaged problem being devoid of any oscillations, can be solved with time increments that are of
the order of multiple time periods of the cyclic loading. The algorithm is validated by analyzing
the deformation response of polycrystalline Ti-6Al under high frequency sinusoidal pressure. The
results from multi-time scale solutions match very well with the results obtained from single time
integration, both macroscopic scale and at grain level. On the other hand, the computational effi-
ciency is enhanced almost sixty times.This multi-scale analysis in time makes it possible to study
the fatigue response of materials in an explicit manner for considerations of evolution of critical
microstructural variables. It opens a possibility of solving these problems for the entire fatigue life
in contrast to the extrapolation and empirical studies that are used presently [8].
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Figure 1: Volume averaged total strain in the loading direction
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ABSTRACT 

Over the past five years there have been significant advances in developing serial-sectioning 

methods that provide quantitative data describing the structure and crystallography of grain-level 

microstructures in three dimensions (3D).  The subsequent analysis and representation of this 

information can provide modeling and simulation efforts with a highly-refined and unbiased 

characterization of specific microstructural features.  For example, the grain structure and 

crystallography of an engineering alloy could be characterized and then translated directly into a 

3D volume mesh for subsequent Finite Element Analysis.  However, this approach requires a 

multitude of data sets in order to appropriately sample the intrinsic heterogeneity observed in 

typical microstructures.  One way to circumvent this issue is to develop computation tools that 

create synthetic microstructures that are statistically-equivalent to the measured structure.  This 

study will discuss the development of software programs that take as input a series of Electron 

Backscatter Diffraction Patterns from a serial sectioning experiment, and output a robust 

statistical analysis of the 3D data, as well as generate a host of synthetic structures which are 

analogous to the real microstructure.  Importantly, the objective of this study is to provide a 

framework towards complete microstructure representation that is consistent with quantifiable 

experimental data.  

1. Introduction 

 The ability to characterize microstructure is an important tool for materials scientists, because 

it allows one to quantify microstructure-property relations and anticipate the capability of a 

material to perform in a given application as a function of process history.  For example, it is 

known that the grain size distribution of a material has a strong effect on mechanical properties; 

therefore, an accurate measure of the grain size distribution is desirable to predict material 

performance.   
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 Classic methods for characterizing microstructure usually involve analyzing 2D images from a 

sectioned surface.  Grain boundaries and second-phase particles can be delineated, and 

stereological methods can subsequently be used to infer three-dimensional (3D) statistical 

attributes from the 2D microstructural images.  However, there are a number of microstructural 

parameters such as feature connectivity, true feature shape, and the number of features per unit 

volume that cannot be inferred [1].  For the previous example of grain size measurements, a 

common stereological measurement—mean linear intercept—can be used to determine average 

grain size, but only for certain assumptions of grain morphology.  In addition, many stereological 

parameters yield only average scalar quantities to describe microstructural features.  Recognizing 

that many properties (notably those linked with failure) are governed by the extreme values of 

the microstructure, it is evident that characterizing the full distribution of these features may be 

more appropriate for some models.  The need to more completely characterize microstructures 

has led to the development of methods that allow one to directly obtain 3D microstructural data.   

 A framework for 3D morphological representation, from data collection and processing, to 

microstructure characterization, and ultimately representation, is discussed in this paper.  For 

data collection, a Dual Beam Focused Ion Beam-Scanning Electron Microscope (DB FIB-SEM) 

is used to acquire a 3D data set comprised of Electron Back-Scatter Diffraction (EBSD) maps via 

serial-sectioning.  Processing and analysis of the data is performed using two programs, “Micro-

Imager” and “Micro-Imager3D”, which have been developed for this work.  Micro-Imager 

automatically defines grains and grain boundary segments in each 2D EBSD map and calculates 

various statistical features of the microstructure, allowing some 3D characteristics of the 

polycrystalline microstructure to be predicted.  Meanwhile, Micro-Imager3D automatically 

reconstructs the series of 2D maps into a 3D volume and defines grains and grain boundaries in 

3D. Lastly, the generation of statistically equivalent synthetic structures by “SIRI-3D”, another 

program developed in this work, will be discussed. The collection of programs and experimental 

characterization processes define a new and automated methodology for providing a more 

complete description of grain-level microstructures.   

2. Material Details 

For this study a fine-grained nickel-base superalloy (IN100) was selected.  The 

microstructure of IN100 is shown in a number of data forms in Fig. 1.  The microstructure of 

IN100 presents advantages and complications to this experimental technique.  A main advantage 

is the fine grain size (~3 m average diameter) allows for many grains to be contained in the 

meso-scale volume that can be interrogated by the Dual Beam FIB-SEM.  Another advantage is 

that Ni forms high “quality” EBSD patterns, which enables high-speed data acquisition.  A 

complication that arises is the  and ’ phases cannot be distinguished by EBSD pattern analysis 

for the experimental data collection conditions.  Therefore, when performing the statistical 

analysis, phase-type is not considered.  This does not present difficulties during analysis, but 

should be addressed if constituent properties are assigned to the grain model. 
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Figure 1: Microstructure of IN100 Ni-Based Superalloy, (a) grain map from an EBSD scan, with 

pixel size approximately 250 nm, (b) grain map after grain approximation by Micro-Imager, (c) 

scanning ion microscope image, and (d) binary image of the grain boundaries as created by 

Micro-Imager for improved stereology measurements (Compare with ion image seen in (c)). 

3.  FIB-EBSD Serial Sectioning Data Collection and Reconstruction 

The full details of the serial-sectioning experiment can be found in [2] and thus will only be 

discussed briefly here.  The serial-sectioning experiment in the DB FIB-SEM is comprised of 

moving the sample repeatedly between two microscope stage positions.  These positions are the 

“sectioning” position and the “EBSD analysis” position.   Image recognition is used for precise 

and automated alignment of the sample.  When the sample is in the sectioning position, the FIB 

is used to mill a cross-section surface.  After sectioning, the sample stage is rotated and 

translated to bring this cross-section face into the EBSD analysis position.  An EBSD map is 

collected for each section before returning to the sectioning position.  One key advantage of 

acquiring EBSD maps is that this information allows for unsupervised segmentation of grains 

and grain boundaries, which can be difficult to perform using image data. 

Reconstruction of the entire stack of EBSD maps provides a 3D data set that can be analyzed 

and compared to individual 2D sections.  The pixels in each orientation map will from this point 

be treated as voxels in 3D space.  Following the reconstruction it is necessary to identify each 

grain for subsequent measurements, and the orientation data provides a clear path to automated 

segmentation.  The misorientation of neighboring voxels can be determined and used to group 
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voxels together as grains.  If the misorientation is below a critical value, 4° in this work, then the 

voxels belong to the same grain.  Once all sets of contiguous points with similar orientation are 

identified, data cleaning routines are run to refine the quality of the data set.  Cleanup routines 

consist of filters for minimum grain size to remove individual erroneous data points, as well as 

alignment procedures to ensure the 3D volume is reconstructed properly. 

4. Statistical Analysis 

The initial analysis of the experimental data consisted of a classical 2D characterization.  

Micro-Imager was used to segment grains and measure a suite of parameters from each 2D 

orientation map.  Micro-Imager measures the full distribution of each parameter rather than only 

the average like many stereological calculations.  The probability density functions (PDFs) of 

each parameter were calculated and compared across each section. This level of analysis can be 

used to quantify variability through the sectioning depth as shown in Fig. 2, but is not a true 3D 

analysis and is very limited in its quantitative application.  Additionally, there are other 

complications with stereological analysis regarding the assumption of feature morphology and 

distribution through the sectioning plane when performing the extrapolation from 2D to 3D.  A 

number of stereological correction factors for determining grain volume are shown in Fig. 2, 

relative to the average grain volume as determined by the 3D analysis.  The sensitivity of the 

extrapolation to the assumed feature morphology is a concern, and highlights the need for true 

3D analysis.

Figure 2. Comparison of various stereological assumptions applied to the series of 2D EBSD 

maps that comprise a 3D data set.  The initials MI and FP refer to analysis performed by the 

software programs Micro-Imager and Fovea Pro.  Thickness refers to the position of the 2D slice 
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in the 3D serial sectioning data.  The solid black line is the average volume as calculated by 

Micro-Imager3D from the 3D reconstructed volume. 

In conjunction with the 2D analysis, a suite of morphological parameters were measured in 

3D for each grain.  The 3D measurements clearly show that certain stereological assumptions are 

inaccurate for this particular microstructure while others may generally provide a reasonable 

description of the average value (see Fig. 2).  In addition, the measurements performed by 

MicroImager in both 2D and 3D allow for more sophisticated statistics to be calculated.  

Classical characterizations rarely contain information about the relationships between various 

microstructural constituents.  An example of one such relationship is the shape of a grain (the 

principal moments) as a function of the grain volume.  This relationship can be directly 

calculated using MicroImager3D, and the application of this data is discussed further in section 

5.  Other relationships take into account the local environment of each grain, such as the number 

of neighboring grains.  Figure 3 shows the probability distribution of the number of neighbors for 

each grain as a function of the grain size (volume).  In this figure, one can observe that the 

average number of neighbors steadily increases with grain volume.   

Figure 3. Plot displays changes in the distribution of number of neighbor grains as a function of 

grain size.  The distributions broaden and shift to larger values as grain size increases. 

The culmination of the statistical analysis is the creation of a relationship grid, which links 

the probability distributions for a suite of microstructural parameters, and allows for complex 

constraints to be enforced during the generation of synthetic structures.  As an example, for this 

work grain volume was chosen as a free parameter and all other parameters were considered as 

functions of volume.  First, the volume distribution was partitioned into bins and each grain was 

placed in a bin correlating with its volume.  Then, the distribution of every other morphological 

parameter was calculated with respect to each volume bin.  For example, the number of 

neighbors of each grain in a particular volume bin is obtained and the probability distribution for 

every bin can be calculated (Fig. 3).  These relationship grids serve as the reference for the 

synthetic microstructure generator, which is discussed in the next section.
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5. Synthetic Microstructures for Computational Modeling 

Beyond statistical characterization of 3D microstructures, there is an additional need to 

supply modeling and simulation efforts with realistic grain-level microstructures.  For example, 

experimentally-collected 3D voxel data could be directly meshed for FE analysis, or the 

voxelized data could be smoothed to help remove aliasing and then meshed for FE analysis.  

While direct conversion of the experimental data into a form suitable for modeling and 

simulation provides an extremely realistic input, one limitation with this approach is that a new 

data set needs to be collected each time one requires a different microstructural arrangement.  

The data collection process is somewhat time consuming and thus, limited in scale.  Therefore, in 

addition to developing direct conversion processes, here we discuss a new methodology for 

creating synthetic microstructures that are statistically-equivalent to the experimental 

microstructure.  These synthetic forms can supply modeling and simulation efforts with an 

endless supply of statistically equivalent microstructure representations and, can have various 

levels of complexity depending on the requirements of the model input.  Tessellation and growth 

models have been used by a number of researchers to create synthetic microstructures [3,4].  

However, the statistical inputs used in these efforts have often been generated from a 2D 

analysis.  The 3D characterization methodology discussed previously allows for more accurate 

and potentially more sophisticated descriptors to constrain the synthetic microstructures.   

SIRI-3D is a custom suite of programs that has been developed in this work to generate 

statistically equivalent synthetic microstructures.  SIRI-3D (Statistically Induced Realistic 

Inputs) is made up of three principal codes. The first code, Constrained Grain Packer (CGP), 

focuses on the creation of voxel-based, grain-level microstructures that are statistically 

equivalent to the input 3D data set.  The second code, Seed Point Generator (SPG), focuses on 

generating and tessellating seed points for a biased Voronoi tessellation that smoothes the 

voxelized volume generated by CPG.  The final code, Orientation Arrangement Routine (OAR), 

assigns crystallographic orientations to the grains resulting in orientation- and misorientation-

distribution functions which are equivalent to the original data set.  Next, we briefly describe the 

functionality of each code. 

First, CGP uses the size and shape information calculated by MicroImager3D to generate 

grains to populate the volume.  In this process the PDF of grain volume is sampled until the 

volume of the grains is equal to the volume to be filled.  After collecting the volume of each 

grain, the shape of each grain is determined.  For the microstructure in this study, each grain is 

represented by an ellipsoid with principal axes (a,b,c).  From the experimental data Micro-

Imager3D calculates the principal moments of each grain and converts these into aspect ratio 

relationships (b/a and c/a) that define the grain shape.  As mentioned previously the experimental 

grain volumes have been binned and each bin has its own unique PDFs for grain shape.  CGP 

uses this series of PDFs to randomly sample the shape for each grain, so that each grain is 

assigned a volume and two aspect ratios.   

Next, CGP determines the arrangement of the grains inside the volume.  The statistical 

relationships used in this process are the following: the number of first-nearest-neighbor grains 
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as a function of grain volume, and the distribution of first-nearest-neighbor grain sizes as a 

function of grain volume.  Grains are sequentially placed within the volume at random, not 

allowing for overlap of more than 5%.  When a potential position is selected for a new grain, the 

grains that have already been successfully placed in the structure and directly neighbor the new 

grain are checked against the following criteria to determine the suitability of this arrangement.  

The first criterion is an “ideal” number of first-nearest neighbors, the value of which is 

determined from the mean value of the PDF of the number of first-nearest neighbors for the pre-

existing grain’s volume bin.  If the addition of the new grain moves the number of neighbors 

closer to the mean, a positive value is returned, otherwise a negative value is returned.  The 

magnitude of the returned value is scaled by the distance from the mean (i.e., in units of standard 

deviation).  This process is repeated for each grain that borders the new grain.  At the end of this 

process, if the total sum is positive then the program examines the second criterion, otherwise a 

new position is selected.  The second criterion considers the relative size of each neighboring 

grain.  Here, the series of PDFs for the distribution of first-nearest-neighbor grains sizes as 

function of grain volume are used.  The probability of occurrence for each grain pair based on 

size-differences is determined, and the value for the lowest probability out of all of the pairs is 

selected.  A random number between 0 and 1 is generated, and if that number is less than the 

lowest probability the potential position is accepted, otherwise a new position is selected.  This 

process is carried out until every grain is successfully placed.

Upon placement of all the grains, CGP fills the gaps that are left between ellipsoids.  This is 

accomplished by a pseudo-grain growth process.  Unassigned voxels are assigned to the grain 

with which they share the most surface area.  If a voxel shares equal surface area with two 

grains, the larger grain accepts the unassigned voxel.  This helps to ensure that small grains are 

not greatly increased during gap filling.  Last, CGP calculates all the same statistics generated in 

the characterization of the experimental volume for verification of equivalence. 

SPG uses the voxelized volume generated by CGP and generates seed points for a Voronoi 

tessellation.  Initially SPG takes the centroids of the grains as the only seed points, and additional 

seed points are added inside of the larger grains to “push out” their boundaries.  These additional 

seed points are needed because Voronoi tessellations create boundaries equidistant between seed 

points.  If only the centroids of the grains are used as seed points, the distribution of grains 

moves from log-normal towards Gaussian by truncating the volume of larger grains and 

transferring this volume to small grains.  The use of additional points inside of large grains 

alleviates this problem.   

The frequency and location of additional seed points is determined as follows.  For each 

neighboring pair of grains, the ratio of their volumes is calculated, and an additional seed point is 

added to larger grain. The placement of this new seed point is such that the ratio of the distance 

from centroid to grain boundary will be equal to the ratio of their volumes.  Once the additional 

seed points have been added, SPG tessellates the structure and identifies the Voronoi cells 

belonging to each grain.  Note that after tessellation, every grain is comprised of a number of 

Voronoi cells, and the larger grains can have many more cells.  Visually the resulting structure 

appears to be similar to the experimental volume, as shown in Fig. 4.  In this figure, the volume 

on the left is the experimentally-determined voxel data, the volume in the middle is the 
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statistically equivalent voxel volume from CGP, and the volume on the right is the smoothed 

volume after Voronoi tessellation by SPG. 

Figure 4. Grain structure: (left) of the reconstructed volume; (middle) generated by CGP; and 

(right) smoothed by SPG for comparison.  Note that the volumes generated by CGP and SPG are 

the same structure (only one has been smoothed) and thus appear visually identical.  However, 

while they are both statistically equivalent to the reconstructed volume, they are not the same 

structure and thus appear only visually similar. (The volume shown is 40µm x 40µm x 25µm) 

The last step in creating the synthetic microstructure is the assignment of grain orientation.  OAR 

uses the orientation distribution function (ODF) and misorientation distribution function 

(MODF) from the experimental data to assign orientations to the smoothed grains.  The 

orientations are generated by sampling the ODF and are initially assigned randomly.  The MODF 

of the synthetic structure is then calculated and compared to the experimental MODF.  The bins 

of the synthetic structure MODF that deviate most significantly from the experimental MODF 

are identified, and grains in those bins are iteratively shuffled until the MODF matches the 

experimental maps (this process can be thought of as a biased Monte Carlo method).  

6. Conclusions 

This study has introduced both experimental and computational procedures that enable a new 

methodology for microstructural analysis and representation.  A true 3D characterization and 

analysis has been performed, and this information can be used to assess 2D stereological 

extrapolations.  Additionally, 3D synthetic structures have been created and meshed for 

subsequent Finite Element Analysis.  As a whole, this study is a first attempt to create a fully-

automated process that will collect 3D microstructural information via serial sectioning, provide 

quantitative measurements of property-controlling microstructural features, and generate realistic 

statistically equivalent structures for modeling. 
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ABSTRACT

Based on a three dimensional computer-tomography of hardened cement paste (hcp) at the
micrometer length scale, a finite element model is introduced with different constitutive
equations for each phase. In order to identify the inelastic constitutive parameters of the
phases, one has to solve an inverse problem. If the constitutive parameters are identified,
homogenization techniques are performed to derive the effective properties. Damage due
to frost can be simulated at the microstructural level through thermo-mechanical coupling
and a material model for ice. The abovementioned approach for hcp is used for a meso-
scale model of mortar.

1. Hardened cement paste

The three dimensional geometry of hcp is based on a computer-tomography at the mi-
crometer length scale. A finite element model of this micro-structure is developed with
different constitutive equations for the three parts unhydrated residual clinker, pores and
hydration products. The hydrated part of hcp is described by a visco-plastic constitutive
equation of Perzyna-type

P = σ : ε̇pl + 1
η
φ(f) , φ(f) =

{
0 ; f ≤ 0

1
m+1

fm+1 ; f > 0
, f := αtr σ + ‖dev σ‖ −

√
2
3
kf

(1)
and includes isotropic damage. The other parts are assumed to remain elastic. For details
of the microstructural model please refer to [1].

1.1 Parameter identification

The elastic properties of the phases are taken directly from the literature [2], but the
constitutive equation of the hydrated part contains inelastic parameters, which neither
can be obtained through experimental testings nor can be taken from the literature.
Therefore one has to solve an inverse problem which yields the identification of these
properties. The identification is carried out by minimizing an objective function. For
computational efficiency and robustness a combination of the stochastic genetic algorithm
and the deterministic Levenberg-Marquardt method is used [3].

Microstructural effects on the mechanics of materials

447



1.2 Homogenization

Once the constitutive parameters have been identified, homogenization is performed [4].
Based on the finite element solution the volume averages of the stress and the strain can
be evaluated via

〈σ〉 =
1

|Ω|

∫

Ω

σdΩ , 〈ε〉 =
1

|Ω|

∫

Ω

εdΩ. (2)

Subsequently, the effective material properties are calculated using a least-squares ap-
proach. For the numerical analysis the whole representative volume element (RVE) is
embedded within a matrix of average stiffness, this is sometimes referred to as window-
method. Additionally, statistical tests for parameters of the homogenization, e.g. the size
of the window or RVE have been performed. For comparison two-dimensional calculations
under plain stress and plain strain conditions have also been carried out.
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Figure 1. Probability density of Eeff.

Table 1. Experimental versus numerical
results.

Emed
eff νmed

eff
N

mm2 −
exp. series 1 17 460 0.210
exp. series 2 17 730 0.210
num. 3D 17 280 0.203
num. plain stress 10 450 0.234
num. plain strain 10 480 0.205

The homogenization yields probability densities for the effective elastic properties which
are close to a Gaussian distribution (dashed lines). Furthermore, the numerical results
correspond very well to accompanying experimental results of hcp. As expected, only
three-dimensional calculations provide reliable results.

1.3 Thermo-mechanical coupling

In order to analyze frost heave inside the micro-structure, a constitutive model for ice
is applied to the water filled parts of the micro-structure. Here, a visco-plastic model
of Perzyna-type is chosen [5]. Young’s modulus of ice is expected to depend on the
temperature

E(Θ) := E0 +
E∞ − E0

e
exp

[
1 − exp

(
Θ + 5

2.5

)]
(3)

and the other constitutive parameters are assumed to remain constant. Transient ther-
mal conduction is introduced and the mechanical and thermal constitutive equations are
coupled. The weak form of the mechanical equilibrium reads

Gu
int =

∫

Ω

gradηu : C :
(
ε − αt(Θ − Θ0)1

)
dΩ. (4)

Within this approach, cooling down of hcp leads to strain, but strain due to mechanical
loadings doesn‘t change the temperature.
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Depending on the degree of humidity the increase of volume during the freezing process
leads to damage which yields an inelastic material behavior, e.g. the damage 〈D〉 within
the micro-structure grows.

Figure 2. Damage (black) due to frost.
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Figure 3. Dependency of damage on humidity.

2. Mortar

On the next length scale a model for mortar is introduced. It consists of an effective ma-
terial of hcp, pores, particles and a cohesive zone between particles and matrix. The three
dimensional geometry of mortar is generated by an algorithm, which shuffles spherical par-
ticles and pores in order to get close to a given size distribution. One obtains a particle/
pore distribution and furthermore an artificial mortar. A corresponding finite-element
mesh is generated using the technique of hanging nodes [6]. Numerical simulations of
mortar shows damage zones near stress concentrations such as in-between particles.

Figure 4. Damage in mortar.

Acknowledgment

Financial support from the German Research Foundation (Deutsche Forschungsgemein-
schaft) is gratefully acknowledged. All experimental results have been performed by the
Institut für Bauforschung at Aachen, Germany. The Bundesanstalt für Materialforschung
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[6] Löhnert. Computational homogenization of microheterogeneous materials at finite
strains including damage. PhD thesis, Universität Hannover, 2004.

Microstructural effects on the mechanics of materials

450



On the Multipolar Character of Dislocation Distributions 
 
 

Craig S. Hartley1 

 
 

1El Arroyo Enterprises, 231 Arroyo Sienna Drive, Sedona, AZ 86336 
ElArroyo_Enterprises@msn.com 

 
 

ABSTRACT 
 
 
Quantitative characterization of dislocation distributions in deformed materials forms the 
basis for a class of field variables that serve as source functions in field theoretic treatments of 
the properties of a dislocated continuum. Applications to real structures assign the source 
strength to an appropriate summation of the contributions of sources within a volume element, 
δV, with centroid at r′. The response field of the medium at a field point, r, due to the sources 
follows from the definition of an appropriate Green’s function, which is then integrated over 
the total volume subject to applicable boundary conditions. This work derives an expression 
for the dipole moment of a dislocation distribution that depends on both the relative spacing 
and the net orientation of dislocations in the array. The development employs a modification 
of the Dislocation Density Vector in which positive and negative dislocations (defined in 
terms of the angle between the tangent vector and the Burgers vector) contribute separately to 
the count of dislocations intersecting a plane of measurement. The dipole tensor contains 
information on the Burgers vector of the dislocations and the mean spacing of unlike pairs, 
which provides the source strength necessary to calculate the distortion field of the 
distribution. This development provides a basis for the description of the source strength of 
dislocation arrays produced by dislocation dynamics calculations and of dislocation arrays 
observed in transmission electron micrographs, providing a mechanism for expressing 
experimental observations of dislocation structures of deformed materials in terms of a 
continuum quantity. 
 
 
1. Introduction 
 
Field theories of plastic deformation based on dislocation concepts require descriptions of 
dislocation content and behavior that not only capture the distribution and behavior of 
dislocations in crystals but also present information on these properties in a manner 
compatible with the formalism of continuum mechanics. The necessary descriptions take the 
form of material properties that act as source tensors for internal stresses. The Nye tensor, 
which describes the net flux of Burgers vectors due to dislocations crossing an oriented 
surface, is a familiar example [1]. While this tensor describes an aspect of the net dislocation 
content within a suitably chosen representative volume element (RVE), it does not address the 
multipolar character of the dislocation distribution within the RVE [2]. Information on the 
lattice distortion field arising from this feature of the dislocation distribution is lost if the 
source considers only the volume average of properties of the distribution contained in the 
RVE. 
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2. Dipole Moment of a Dislocation Distribution 
 
To develop a description incorporating the dipolar character of a dislocation distribution, we 
begin with the process introduced by Nye to determine the net Burgers vector of dislocations 
crossing an arbitrarily oriented element of area, δA, having unit outward normal, n, and 
bounded by a closed curve, δC. Positive and negative intersections of dislocations with δA are 
defined according to the procedure described by Hartley [3]. Initially consider only 
dislocations lying on the same slip plane with the same Burgers vector, b. In general the t 
vectors of the dislocations intersecting δA are arbitrarily oriented with respect to n.  
 
The lengths, projected parallel to n, per unit volume of positive and negative dislocations 
crossing δA are numerically equal to the number of intersections per unit area of the 
corresponding dislocations with δA. The magnitudes of the dislocation density vectors ρ+ and 
ρ- are equal to the total lengths per unit volume of dislocations having the same sign. The 
orientation of ρ depends on the edge-screw character of the array and the scalar products of ρ± 
with n are the number of signed intersections of dislocations per unit area normal to n, 
regardless of the orientations of individual dislocations in the array. It is important to 
recognize that this definition carries no information about the orientation of individual 
dislocations in the array, but only depends on the length per unit volume projected along n.  
 
Corresponding definitions of positive and negative components of the Nye tensor, α±, follow 
from these definitions of signed dislocation densities [3,4]. This definition applies to each 
active slip system and the total Nye tensor is the sum of the contributions from each such 
system in the RVE. Clearly if ρ+ and ρ- are equal for a particular slip system, the net 
dislocation density, the system’s contribution to the Nye tensor associated with the RVE and 
any resulting long-range lattice distortion all vanish. Nevertheless, there exists a shorter range 
lattice distortion field due to the multipolar character of the distribution, which is not 
accounted for by the Nye tensor.  
 
Define a coordinate system based on ρ± as shown in Fig. 1. The ξ axis is parallel to ρ, the υ 
axis is normal to the common slip plane of the dislocations such that  the positive direction 
points towards the region of lattice dilatation associated with edge and mixed dislocations, 
and η forms a right-handed set. The angle ψ is the acute angle between ρ+ and b. The vectors 
ρ± are separated from one another by the vector d, whose magnitude is the perpendicular 
distance between ρ± and whose positive direction points from ρ+ to ρ-. We now define the 
dipole strength per unit area of the array as the dyadic product |ρ+|b⊗d. 
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Figure 1. Coordinate System for Dislocation Distribution 
 

Consider an array of dislocations on the same slip system such that ρ+ = -ρ-, which results in 
α = 0. Construct an array of parallel mixed dislocations of alternating signs and arrange them 
on a square Taylor lattice normal to ρ± as shown in Fig. 2. Since the mean area per dislocation 
of the same sign is 1/|ρ±|, the mean spacing between dislocations of like sign is (ρ±)-½. To a 
first approximation we assume that dislocations of both signs are arranged on interpenetrating 
square lattices, so that |d| = ½√(2/|ρ±|). In the (ηυξ) coordinate system b = |b|(sin ψ, 0, cos ψ) 
and d = |d|(√½, √½, 0). The dipole tensor per unit area of the array then becomes 
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Figure 2. Equivalent Multipolar Array of Dislocations 

 
 
3. Discussion 
 
The method presented in this paper for assigning a value to the dipole moment of a 
dislocation array differs from that presented by Kröner [4] and LeSar and Richman [5] in that 
we first describe the entire dislocation array by a single vector, then develop a dipole moment 
based on that vector. This technique is valid for determination of far-field effects of the array, 
but not for calculations of effects at distances of the order of a few times the mean spacing of 
dislocations in the array. Nevertheless, the compact method of representing an array of 
dislocations having a distribution of orientations should provide a useful basis for the 
description of the dislocated state in deformed materials. 
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ABSTRACT 
 
 

The stress-strain response of metallic materials and alloys is influenced by the temperature at 
which deformation occurs and by the loading rate. To model this behavior over a wide range 
of temperatures and strain rates we propose to use the strain rate / temperature superposition 
principle. An increase in temperature will have a similar effect on the yield stress as a 
decrease in strain rate. Although the use of the superposition principle has been recently 
proposed to model the yield behavior of solid amorphous polymers, we will show that this 
type of approach can be extended for metals. In the case of HEL (high elasticity limit) steel on 
a wide range of temperatures and strain rates, we obtained a good agreement with 
experimental data from the literature. 
 
 
1. Introduction 
 
At low homologous temperatures, the physical processes involved in plastic deformation of 
metals are dislocation motions and theirs corresponding interactions with obstacles. 
Generally, the descriptions of flow are governed by kinetic flow theory which refers to the 
dislocation glide at a fixed obstacle structure. At higher strain rates (and lower temperatures) a 
more marked dependence on both temperature and strain rate becomes apparent. This 
dependence is usually associated with thermally-activated processes for which temperature 
and strain rate are related through Arrhenius-type laws. 
 
Concerning polymeric materials, the deformation process is typically described by two kinds 
of approach, namely continuum rheological models and molecular-based theories of yield [1]. 
Yield and flow stress can also be regarded as thermodynamically activated processes with 
associated activation energy and volume. Temperature and stress both increase the molecular 
mobility (rate of conformational changes) and accelerate the time scale at which the material 
deforms. 
 
In this paper, we propose to apply a polymer theory to metallic materials. As for polymers, 
the plastic strain rate of metals could also be expressed as a function of the hyperbolic sine of 
the flow stress. In particular, we will show that the cooperative model and the associated 
superposition principle between temperature and strain rate can be used to describe the flow 
stress of the HEL steel. For a wide range of temperatures and strain rates, the model was in 
good agreement with experimental data found in the literature. 
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2. The cooperative model 
 

2.1. Brief summary 
 
For the description of the yield behavior, yσ , of amorphous polymers on a wide range of 
temperatures and strain rates, Richeton et al. [2] proposed to make use of the cooperative 
model. This model is originally based on the work of Fotheringham and Cherry [3] where the 
following modifications were granted to the original Eyring equation [4]: 
• it is assumed that the effective stress, σ* , is written according to an internal stress, intσ : 
 

 y intσ* = σ -σ  where ( )int intσ = σ 0 - mT  (1) 

 
where σint(0) is the internal stress at 0K and m is a constant material parameter [2]. 
• it is postulated that the yield process involves a cooperative motion of polymer chain 
segments. The strain rate, ε , is given by: 
 

 n

B

σ*Vε = ε*sinh
2k T

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (2) 

 
where ε*  is a characteristic strain rate, n is a constant material parameter describing the 
cooperative character of the yield process, V is an arbitrary activation volume, kB is the 
Boltzmann's constant and T is the absolute temperature. 
 
Combining Eqn. 1 and 2, the form of the cooperative model is given by: 
 

 ( )1/n-1B
y int

2k Tσ = σ + sinh ε ε*
V

 (3) 

 
It was also shown that the characteristic strain rate, ε* , derives from an Arrhenius expression 
relating strain rate, activation energy, ∆G, and temperature. 
 

2.2. Strain rate / temperature superposition principle 
 
It is widely known that temperature and strain rate significantly influence the mechanical 
behavior of polymeric materials. In particular, a decrease in strain rate will have a similar 
effect on the yield stress as an increase in temperature [4]. For amorphous polymers, the 
curves representing the reduced yield stress, versus the natural logarithm of strain rate, for 
various temperature can be shifted horizontally and vertically to create a master curve at a 
reference temperature, Tref [5]. 
 
 
3. Experimental results 
 
Originally the cooperative model was applied for the mechanical response of amorphous 
polymers. Here we propose to use this formalism to describe the yield stress of metals on 
HEL steel [6]. To illustrate the predictive capability of ours proposed model, we select the 
yield at an arbitrary strain of 10% and compared our predicted results to the experimental 
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Figure 2. Master curve built at 298°K for 
HEL steel. 

Figure 3. Validation of the cooperative 
model for the yield stress of HEL steel. 

 
As it is shown in Fig. 2, it was possible to build a master curve from the experimental data at 
a chosen reference temperature (Tref = 298 K). The horizontal and vertical shifts were 
determined to obtain a good superposition of the experimental data for a wide range of 
temperatures (253K, 293K and 373 K) and strain rates (from the quasi-static to the dynamic 
regime). In addition, this master curve can be described by the cooperative model according 
to Eqn. 3. 
 
Fig. 3 shows the influence of strain rate on the flow stress of HEL steel for three different 
temperatures. The cooperative model provides a good agreement of the experimental data 
over a wide range of strain rates and temperatures. 
 
 
6. Conclusions 
 
As it was the case for polymeric materials, the use of the superposition principle relating 
temperature and strain rate can describe the yield behavior of metals as well. Through the use 
of the cooperative model, we have shown that this type of approach yields results in good 
agreement with experimental data for HEL steel. 
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ABSTRACT 
 
 

To correctly model the behavior of OFHC copper during the deep drawing, it is necessary to 
develop robust tools to simulate the hardening and the damage evolution during deformation. 
For this, we used a semi-empirical description of stress-strain response based on mechanical 
threshold stress approach. The effect of strain hardening, strain-rate hardening, pressure and 
thermal softening have been incorporated for a wide range of loading rates. The physical 
aspects of the deformation response are taken into account via the mechanical threshold stress 
model. This approach uses the flow stress at 0K temperature such that deformation can be 
quantified in the absence of thermally activated processes and an Arrhenius type expression 
relating strain rate to activation energy and temperature. The proposed plasticity model is 
combined with a non-linear isotropic damage evolution law based on the theory of continuum 
damage mechanics. The model has been implemented in the form of a User Material 
Subroutine in the FE code ABAQUS. We simulated the stamping process and the Nakazima 
test. The fracture phenomenon is also addressed in this study. At the same time we focus on 
the integrating role played by Virtual Reality in the post-processing of such simulations 
 
 
1. Introduction 
 
The stamping of thin metallic sheets is a widely used industrial forming process. It allows 
producing thin walled parts of complicated shape. The process consists in the plastic 
deformation of an initial flat blank subjected to the action of rigid tools (punch, die) while 
constrained on the periphery by a blank holder. In this contribution, we focus on the 
modelling of the plasticity and damage behaviours of thin OFHC copper sheet (thickness 
below 1 mm) during a cylindrical cup deep drawing (benchmark test of Numisheet’2002) with 
the help of a physically-based model, for the description of plasticity as well as damage. 
 
2. Modeling 
 

2.1. Isotropic plasticity model 
 
For metals at low homologous temperatures, the physical processes involved in plastic 
deformation are dislocation motions and their interactions with obstacles. To describe the 
flow stress evolution we used the kinetic flow theory. This approach refers to the dislocation 
glide at a fixed obstacle structure where dislocation junctions are regularly distributed on the 
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slip plane. In general principles of thermally activated processes, the plastic shear strain rate 
could be expressed as function of the free energy of activation which depends on the strength, 
shape and distribution of obstacles, as well as the applied stress. The equivalent flow stress is 
written as the sum of three contributions: an athermal contribution σath (i.e. the dislocation 
interaction with long-range barriers), an “intrinsic strength” σi, which models yield 
(“intrinsic” barrier to thermally activated dislocation motion and dislocation-dislocation 
interactions: this part is not considered for a pure copper), and a state variable σe, which 
evolves with deformation to model hardening [1]. The terms σi and σe are further decomposed 
as a product of their respective values iσ̂  and eσ̂ , in a reference state at 0K (Mechanical 
Threshold Stress [1]) and reference strain rate 0p , with scaled temperature-strain rate 
functions ( )iS p,T  and ( )eS p,T . In equation form, we have 
 

 ( ) ( )eq ath th ath i i e eˆ ˆσ = σ + σ = σ + σ S p,T  + σ S p,T  (1) 

 
where p  is the equivalent strain rate, T is the temperature and the functions S are an 
Arrhenius description of thermally activated deformation [2] (0≤S≤1). The term eσ̂  is 
described empirically using the Kovàcs-Vörös quasi-static stress [3] take account the change 
in dislocation density from the onset of straining and the macroscopic strain-hardening rate 
due to dislocation accumulation according to the strain rate and the temperature [2]. 
 
 

2.2. Thermodynamic damage model 
 
Plastic deformation in metals induces damage which can be described by nucleation, growth 
and coalescence of micro-voids and/or micro-defects. In the case of isotropic damage, a scalar 
variable D is used to indicate the degree of deterioration of the material when it is subjected to 
loading. This variable can be interpreted as a surface density of discontinuities (micro-cracks 
or cavities). The present damage model is based on thermodynamics of irreversible processes 
using a new form of the ductile damage dissipation potential [4] and is valid for a wide range 
of strain rates (10-4 to 10+4 s-1) and at low homologous temperatures (T<0.5Tmelt): 
 

 ( )

i th
K

cr
 2  2

cr eq eq cri i th

p pth th

cr cr

pp

i

= i

D = D f p < p

D - D D  - D σ dp σ dp f p   p < p

D = D if p  p

 
⎡ ⎤
⎢ ⎥

⎡ ⎤ ⎡ ⎤ ≤⎢ ⎥⎣ ⎦ ⎣ ⎦
⎢ ⎥
⎣ ⎦

≥

∫ ∫  (3) 

 
where Dcr is the critical damage at failure, Di is the initial damage, K is a non-linear damage 
exponent. pth and pcr are the threshold and failure equivalent strain are proposed according to 
the strain rate, the temperature and the tri-axiality factor [2]: 
 

 ( )
( )qs

qs

1/f σ σeqH
cr

cr th
th

ε
p = ε p,T

ε
⎡ ⎤
⎢ ⎥
⎣ ⎦

  and  ( )
( )qs

qs

1/f σ σ  - 1eqH
cr

th th
th

ε
p = ε p,T

ε
⎡ ⎤
⎢ ⎥
⎣ ⎦

 (4) 
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Here f(σH/σeq) is the tri-axiality factor where σH is the hydrostatic stress, qs
crε  and qs

thε  are 
respectively the quasi-static uni-axial critical strain and the quasi-static uni-axial threshold 
strain. 
 
 
3. Three dimensional Finite Element simulations 
 

3.1. Numerical consideration 
 
The models discussed in the previous section is implemented in a User Material Subroutine of 
the commercial Finite Element code ABAQUS, which enables “explicit” analysis of boundary 
value problems and is particularly suitable for the problems involving surface contacts as is 
the study cases. 
 
In this section, we present the FE simulations of a thin OFHC copper sheet with the proposed 
hardening and damage models. The sheet thickness is 1 mm. The elements are eight-node 
linear brick with reduced integration and hourglass control. The die, blank-holder and punch 
are all treated as rigid bodies meshed with 4-node 3-D bilinear rigid quadrilateral elements. 
The friction coefficient (Coulomb law) for the contacting surface between the tools and the 
sheet is set to a typical value of 0.01 which is representative of a good lubrication. 
 
Two Finite Element simulations were realised: 
• First, the simulation of the 3D deep-drawing process (Fig. 1). The punch radius and the 
die radius are respectively equal to 9.5 mm and 7 mm (punch radius: 50 mm). For symmetry 
reason, just one quarter of the problem is simulated. The numerical simulations were carried 
out with a constant blank holder force of 17.50 kN (for the ¼ of the blank), a punch stroke of 
40 mm and a punch speed of 10 m/s. 
• Second, the simulation of the Nakazima test (Fig. 2). This one is a thin sheet forming test 
using a hemispherical punch, a circular die and a circular blank-holder to determinate the 
forming limit curve (denoted FLC). FLC are usually used to predict the possible failure in a 
sheet metal forming process. 
 
 

3.2. FE simulations of the deep-drawing process 
 
Fig. 1 and 2 shows the results of the numerical simulations. The failure of a cylindrical cup 
drawing can be analyzed in a manner similar to a Nakazima test. 
 

 
Figure 1. FE results: deformed mesh obtained during 
the deep-drawing. 

Figure 2. FE results: deformed mesh 
obtained during Nakazima test. 

Crack propagation 

Failure 
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During sheet metal stamping operation, the thin sheet is subjected to more complex 
solicitations as damage, hardening and initiation and propagation of cracks leading to rupture. 
We can observe that the fracture appears above the punch. The physical interpretation begins 
with the investigation of the highest maximum stress factor intensity. In particularly, a 
uniform deformation is observed prior to the onset of necking. 
 
 
4. The application of the Virtual Reality in the study of microstructure 
 
At the same time we focus on the integrating role played by Virtual Reality (denoted VR) in 
the post-processing of such simulations. VR technology has the potential to provide an 
integrated environment for the analysis and optimization of such processes. VR techniques 
have already been applied in combination with finite element analysis or computational fluid 
dynamics, sensitivity analysis, design optimization for different practical industrial 
applications. We can refer to [5] for some various examples without summarising the state-of-
art of such researches. Different leads can be explored. The main one deals with the benefits 
when using a 3D visualization system in order to analyze the microstructure evolution (as the 
hardening, the micro-voids, the texture) in the thickness during the processes (Fig. 3). 
Moreover such 3D systems and dedicated software permit to compare different models 
(which may be computed from different FE softwares) in the same working environment.  
 

 
Figure 3. Application of the VR in the study of the Nakazima FE simulations: study of the 
localized necking and the failure. 

 
 
5. Conclusions 
 
Based on the results obtained in the present work the following conclusions can be made:  
• Numerical simulations of the deep-drawing process and the Nakazima test of a copper 
sheet have been developed using an elastic-viscoplastic material model combined with a non-
linear isotropic damage evolution law based on the CDM theory, 
• Some significant aspects of simulations, obtained with ABAQUS/Explicit, are discussed, 
• The integrating role played by VR in the post-processing of FE simulations is presented. 
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In precipitate hardened materials, the strength and creep properties are con-
trolled by dislocation interaction and detachment mechanisms with the pre-
cipitate obstacles, which depend on the precipitate interfacial structure. We 
present the results of atomistic simulations to investigate the precipitate shape 
and coherency loss in Au-Rh with a large (6%) lattice misfit and the dislocation –
precipitate interaction and bypass mechanisms. N-body, Sutton-Chen type me-
thod interatomic potentials have been derived to accurately describe the elastic 
properties of Au and Rh, the Au-Rh interfacial energy and mixing enthalpy. The 
results provide insight into the precipitate coherency loss mechanisms and the 
effect of precipitate coherency on dislocation interaction and bypass.
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Molecular dynamics of a 2D Lennard-Jones body with 
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Oliver Kastner
Ruhr-Universität Bochum, Lehrstuhl Werkstoffwissenschaft, Institut für Werkstoffe, Universitätsstr. 150, 44801 
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We investigate the thermodynamic properties of a qualitative molecular dyna-
mic model of austenite-martensite transitions as they occur in shape memory 
alloys. The model, still in 2D, uses Lennard-Jones pair potentials for the calculati-
on of the atomic interactions. Recently it was shown that it is possible to identify 
different lattice structures by use of two atom species, interpreted as austenite 
and two variants of martensite [1, 2]. A small test assembly of 41 particles (“crys-
tallite”) transforms uniformly between these configurations. It exhibits tempe-
rature-dependent and non-monotone (load, strain)-curves and thus tempera-
ture-dependent free energies which are non-convex.

The model may be used for qualitative description of quasi-plasticity, pseudo-
elasticity and the shape memory effect as they appear in larger bodies that al-
low for the formation of micro structure. Here we represent a particular simple 
approach: A larger body is modeled as a weekly interacting “chain” of 41-atom 
crystallites. The chain is exerted to uniaxial loads in numerical (hard, soft)-device 
tests at

different temperature. The load-strain characteristic of the chain is strongly in-
fluenced by the phase selection of the individual chain links according to tem-
perature and load applied. Quasi-plasticity appears as the result of martensitic 
de-twinning of chain links upon loading at low temperature and pseudo-elasti-
city as load-induced austenite-martensite transitions at high temperature. The 
shape memory effect is represented by temperature induced martensite-auste-
nite transitions of the unloaded chain.

Our chain-model is motivated by discrete models for elasto-plasticity that make 
use of snap springs [3, 4]. While snap springs are bi-stable and cold elements, 
the 41-atom crystallites are tri-stable and thermalized. The chain of crystallites 
represents qualitatively a thermo-mechanical material that may undergo phase 
transitions.
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ABSTRACT 
 
 

Twinning and sessile disconnections, TDs and SDs, are investigated in }2110{  twin 
boundaries in zirconium (Zr) using atomic-scale computer modelling. TDs were found to 
glide along the interface in response to an applied shear stress of 1.7 MPa at 0K. SDs cannot 
move along the interface without concomitant long-range diffusion. These defects act as 
modest barriers to TDs; the applied stress must exceed 27 MPa to enable TDs to surmount 
such obstacles in a process which is conservative overall. With an applied stress of 100 MPa, 
SDs act as stress concentrators and TD dipoles were observed to nucleate there and expand 
outwards; these sources of TDs also operate in a conservative manner. 
 
 
1. Introduction  
 
The mechanism of }2110{  twinning, which is an important mode of deformation in HCP 
metals, involves the motion of twinning disconnections (TDs) along the matrix-twin interface. 
A disconnection is an interfacial discontinuity characterised by its Burgers vector and step 
height (b, h) as explained by Hirth and Pond [1], and their presence in HCP metals has been 
supported by many TEM observations [2]. The kinetics of the twinning processes are not 
determined solely by the mobility of TDs however; further considerations include the nature 
of sources of TDs, and possible obstruction to their passage along the interface by 
encountering obstacles such as other interfacial defects. An example of the latter would be a 
sessile disconnection (SD) created by decomposition of a crystal dislocation that impinges on 
the interface [3]. Serra and Bacon [4] demonstrated that sessile disconnections can also act as 
sources of TD dipoles when an applied stress becomes concentrated at the defect. The object 
of the present work is to study further the mechanisms of (i) TD sources and (ii) motion of a 
TD through a SD, as depicted schematically in Fig. 1, by simulation of a model of Zr.  

 
 

Mobile disconnections have small b  parallel to the boundary and small h [5]; for the TD in 
)2110( twins in Zr, 0a19.0b = , where a0 is the hexagonal lattice parameter, and h =1.17a0, 

corresponding to two )2110( inter-planar spacings, 2d )2110( . On the other hand, SDs exhibit bs 
inclined to the interface, so motion along the interface would require long-range diffusion of 
material to or from the defect. TDs and SDs cannot move into either of the crystals without 
creating an extended fault, and the latter can act as concentrators of an applied stress, thereby 
generating dipoles of glissile TDs at a critical stress [4]. 

Microstructural effects on the mechanics of materials

465

mailto:h.khater@liv.ac.uk


 

  
 
 
 
 
 
   
 
 
                                                
 
 
Figure 1: Schematic illustrations of (a) a TD passing through a SD obstacle, and (b) a SD 
acting as a source of TD dipoles. The sense of the applied stress and direction of the TD 
motion are indicated by arrows. 

 
 

2. Atomic Scale Computer Simulations  
 
Twin crystals studied in this paper were created with periodic boundary conditions in the 
plane of the boundary and fixed boundary conditions normal to it according to the procedure 
developed by Serra and Bacon [6] for bi-crystals. Crystals were strained incrementally by 
shifting the upper block of atoms by small steps, each being followed by full relaxation to 
minimize the potential energy. The atomic interactions were computed using a central force 
many-body potential of the Finnis-Sinclair type for HCP Zr (c/a0=1.5952) derived by Ackland 
et al [7]. The )2110(  twin was created by welding two crystals, designated λ and μ for upper 
and lower crystals respectively, along the composition plane; each crystal contained a surface 
step of appropriate height for creation of the relevant disconnection. The surface step risers on 
both crystals were translation vectors, t(λ) and t(μ), and the difference between these vectors 
expressed in the same frame equals b of the disconnection [8]. If the step heights on the λ and 
μ crystals are pd )2110(  and qd )2110( , respectively, the Burgers vector is denoted by bp/q; for 
example the TD for this twin is either b2/2 or b-2/-2 depending on the sign of b and h, as 
depicted in Fig. 1. The threshold shear stress at 0K for this defect to glide along the interface 
is 1.7 MPa. Glide of the b2/2 TD leftwards along the twin boundary results in migration of the 
boundary upwards by 2d )2110( ; one complete sweep across the model causes the plastic 
displacement of the upper surface by b2/2. 

 
 

To create a SD with b inclined to the twin boundary, the surface steps on the two crystals 
must have different heights. Fig. 2 shows the atomic configuration of a relaxed twinned 
crystal with a b-7/-8 disconnection, i.e. the boundary steps down by 7d )2110(  in the λ crystal and 
8d )2110(  in the μ crystal, and the components of b-7/-8 are 0.14a0, 0.50a0 and 0.59a0 along 

]1110[ , ]1021[  and the boundary normal respectively. To study the TD source, shear stresses 
were applied to an isolated b-7/-8 SD as in Fig. 2. TDs with opposite signs, i.e. b2/2 and b-2/-2, 
were emitted and expanded outwards allowing the boundary to migrate upwards by 2d )2110(  
for each pair created. Three images of the SD source at different strain stages are shown in 
Fig. 4, indicating the migration of the boundary and the associated lateral motion of the b-7/-8; 
only miscoordinated atoms are depicted in this figure. The threshold stress for this process at 
0K is 100 MPa.  

)2110(d2  

 (b) (a)                                          

Unstressed   

 

Stressed         

TD 
SD 

b-2/-2
b2/2

Obstacle Source 
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Figure 2: ]1021[ projection of the )2110(  twin boundary with a sessile disconnection b-7/-8 
uperimposed; the boundary location and crystal unit cells are indicated in white. 

o investigate the effectiveness of the b-7/-8 SD as an obstacle to the motion of a b2/2, Fig. 
(a), it was necessary to create such a pair in the absence of an applied stress. This was 
chieved by creating a meta-stable b-5/-6 SD which spontaneously decomposed into a b-7/-8 + 
2/2 pair as shown in Fig. 3. Under an applied stress the TD started to move, passing through 
e SD and sweeping along the boundary; the threshold stress for this process at 0K is 27 
Pa. 
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F  ]1021[ projection of the )2110(  twin boundary showing a b-7/-8 SD with nearby b2/2 

D.  

. Discussion and Conclusions 
 

tomic scale computer simulation is valuable for investigating the interfacial mechanisms of 
Ds acting as sources of TD dipoles and as obstacles to the motion of individual TDs. At 0K 
nd using a strain increment of the order 10-5, the threshold stress for source operation is 100 
Pa, an applied shear stress of 27 MPa is necessary for a TD to traverse b-7/-8 SDs, and the 
reshold stress required for glide of a TD along an obstacle-free twin boundary is 1.7 MPa, 

howing that SDs act as modest impediments to the glide of TDs and that considerably higher 
stresses are needed for nucleation of TD dipoles. It has been shown elsewhere [5] that both 
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mechanism ig. 1 are conservative. Consider the mechanism in Fig. 1(a); at first sight it 
might

eede

s in F
 seem that the TD must climb up the riser of the SD, but, in fact, the diffusional flux 
d for this is compensated by the lateral motion of the SD, as depicted schematically in 

ig. 1(a) and seen dynamically in Fig. 4. 

 

igure 4: 
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F ]1021[ projection of the )2110(  twin boundary showing sequential images of the 

terface region during operation of the b-7/-8 SD as a TD source; solid line at the left of the 
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urther work is in progress using molecular dynamics to find the temperature dependence, 
symmetry and strain-increment sensitivity of the threshold stresses. The motion of atoms at 
efect cores is also being tracked to gain insight into the fundamental aspects that determine 
ese stresses. 
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ABSTRACT 
 
 

In this work the influence of grain anisotropy of densely sintered alumina on the evolution of 
an elastic pressure wave is investigated. The analysis is conducted via a transient FEM 
simulation of an Al2O3 polycrystal which is generated using power diagram tessellation. Each 
grain is treated as an anisotropic single crystal exhibiting an arbitrary crystal orientation. The 
attained results show that grain anisotropy has a significant impact on shape and amplitude of 
a propagating plane wave. Depending on the grain orientation, pressure peaks occur which are 
usually located at the grain boundaries. Their magnitudes surpass the homogeneous pressure 
level of an isotropic comparison simulation by 10 %. 
 
 
1. Introduction 
 
A number of constitutive models exists which describe the material response, including 
failure, of ceramics under impulsive loads at the macro scale. These models are either  
phenomenologically or micromechanically motivated. They represent ceramics as 
homogeneous continua. In order to better motivate macroscopic models and at the same time 
get a deeper understanding of the physical mechanisms which govern the material response, 
ceramics have to be studied at the grain level. On this mesoscopic scale, the influence of grain 
structure inherent factors such as grain orientations, grain size distribution and grain or grain 
boundary strength can be studied. For example, Zavattieri et al. [1] presented transient, two 
dimensional simulations of an inclined flyer plate impact accounting for grain visco-plasticity 
and grain boundary failure. Zhang et al. [2] studied the influence of plasticity at the shocked 
equilibrium state of an artificially generated three-dimensional polycrystal. 
 
The objective of this work, motivated by the references mentioned above, is the numerical 
investigation of the influence of arbitrarily orientated, anisotropic grains on the dynamic 
evolution of an elastic wave travelling through a three dimensional, artificially generated 
Al2O3 polycrystal. We were particularly interested in the stress distribution at the grain 
boundaries. Al2O3 was chosen as material due to its widespread applications and the existing 
firm database. The grain structure was created via power diagrams. The underlying method is 
described in detail by Kühn [3]. It provides the basis for a tetrahedral mesh that permits the 
usage of an explicit FEM code. 
 
 
2. Methods 
 
The material parameters used for the constitutive elasticity model employed for the Al2O3 
grains, which exhibit a trigonal symmetry, are taken from the work of Duan et al. [4]. The 
moduli were calculated via first principle molecular dynamics by imposing small 
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deformations on a virtual sample at different pressure levels. The corresponding values 
including the averaged bulk and shear modulus are given in Tab 1. In consequence of the 
method by which the data was derived, it was interpreted as tangent moduli in a pressure 
dependent hypoelastic rate formulation, Eqn 1, where σ∇J is the Jaumann rate of stress, C the 
tensor of elastic tangent moduli, p the pressure and D the rate of deformation tensor. 
 

σ∇J = C(p) : D, C(p) = C0 + p C1    (1) 
 

Table 1 Pressure dependent elastic moduli of Al2O3 taken from [4].  
 C11 C33 C44 C12 C13 C14 K G 
M [MPa] 501 502 157 161 125 -19 258 168 
dM/dp 5.52 5.1 2.03 3.09 3.57 0.19 4.06 1.44 

 
In accordance with the transient nature of the problem and the kind of constitutive relation an 
in-house FEM code following the updated Lagrange formulation with explicit time 
integration was chosen for the simulation. The polycrystal is discretized with 500000 
isoparametric, first order tetrahedrons. A typical element side length is in the order of 80 nm. 
 
 
3. Simulation Procedure 
 
We present two simulations, one with arbitrarily orientated anisotropic-elastic grains and a 
second one with isotropic grains. By comparing the two simulations, the influence of the 
anisotropy can be quantified. The artificial grain structure used for the simulations exhibits a 
mean grain size of 1 µm, Fig 1. This value is typical for densely sintered alumina. The 
necessity to avoid the occurrence of very small elements currently results in non-smooth 
boundaries of the meshed structure. This issue will be addressed in future work. An elastic 
wave is imposed on the square base of the structure via a velocity boundary condition. The 
pulse has an effective period of 0.096 ns which is divided into three intervals of equal 
duration, a sine-shaped rise, a plateau with a magnitude of 200 m/s and a sine-shaped fall. 
Lateral movement of the sides of the volume is prevented in order to ensure the propagation 
of a plane wave. 
 

Figure 1  Left: Artificial grain structure generated via power diagram tessellation. 
 Right: Detail of the tetrahedral meshed structure. 
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4. Results and discussion 
 
Fig 2 shows the pressure wave profiles at three different times for the isotropic and the 
anisotropic case. The section displayed is located half way between the top and bottom 
surface of the sample shown in Fig 1. The peak pressures which occurred during the passage 
of the wave in each element are displayed in Fig 3. Single grains and grain boundaries are 
clearly identifiable in the anisotropic case due to pressure jumps at the grain boundaries. In 
addition, both shape and magnitude of the wave signal change significantly in the anisotropic 
case. The peak pressures of the anisotropic case surpass the one of the isotropic variant at 
several points by at least 10 %. 
 

Figure 2 Left: Pressure contour plot sections for the isotropic and anisotropic case  

 
he phenomena responsible for wave profile alterations and pressure deviations are easily 

. Conclusion 

e conducted simulations of elastic wave propagation through an artificial, three dimensional 
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T
identified. Restraints build up due to the different directional compressibility of the grains. 
The alterations of wave shape and magnitude are only caused by direction dependant 
impedance differences of the grains. Taking into account the minor distinct anisotropy of the 
Al2O3 single crystal, the impact of the above mentioned mechanisms on the attained results is 
remarkable. 
 
 
5
 
W
Al2O3 polycrystal. The results show that even minor distinct grain anisotropy has a significant 
influence on the wave profile and the maximum pressure. This proves that for the 
investigation of the failure of ceramics on the grain scale, grain anisotropy has to be taken 
into account. Such investigations are within the scope of future work.  
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Figure 3 Peak pressure contour plots, from left to right: isotropic with overlaid grain 
boundaries, anisotropic and the difference between the two. 
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ABSTRACT 

The present research is based on the notion of irreversible strain of solids due to shear 

localization and formation of real sliding surfaces. It is well established that compound composite 

materials, such as soils, rocks and brittle fracture materials, while under strain, form a quasi 

material, where plastic deformation is realized due to fragmentation of a solid into separate parts, 

their displacement along the sliding surfaces and rotation so as to originate a quasi-continuum. 

This concept is the key idea for the synthetic theory of strength and is developed in the present 

work.

1. Introduction 

Mathematical simulating of rock and brittle fracture materials deformation results in the 

necessity to consider models with non-symmetric tensors, which, in its turn, gives a possibility to 

assess material internal mechanical relations and analytically describe peculiarities of the 

dynamic behaviour of compound media, observed in experiments [1].  

The following researches [2 –3] analyze several well-known continuum models with 

regard for tensor non-symmetry, and obtained a general energy equation of a strained continuum 

with non-symmetric stress tensors. In the case of plane deformation, the energy equation takes 

the form: 

dduFdsu
yxxy

V

zxyyxxyiiii

VL

n

,  (1) 

where n  is the external normal to Surface S (L is the track of this surface, while z=const); n  is 

the stress vector; u  is the displacement; F  corresponds to body forces;  is the density of the 

body forces; the point indicates the scalar product of the vectors; 
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The right part of the equality (1) represents potential energy of deformations. The possibility for 

such form of the energy equation is justified by the experimental data on non-symmetry of 

deformations [3-4], which is physically more natural and is more often observed in experiments 

than the effect of the stresses’ non-symmetry. The introduced function z  is rotation of the 

continuum elements, while xy  describes the shear on the areas in question. It is well established 

[5] that under the same xy  and yx , the values xy  and yx  may differ. This leads to the 

necessity to consider non-symmetry of the stress tensor in a mathematical model.  

2.  Procedure and Numerical Metods 

In the case of an elastic-plastic problem for a continuum, having brittle fracture properties (in 

the study of rock behaviour near an excavation, in particular or the brittle fracture materials 

deformation), the stress field does not have singularities, while the strain field does. That is why 

in order to find a complete solution, it is appropriate to introduce the prefracture zone, adjoining 
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on the inside to the elastic-plastic boundary and filling the plastic region. The stress distribution 

within this zone is the same as in the plastic region, and the strain distribution is derived from the 

compatibility condition and the fracture condition or the strength criterion. The mathematic 

simulator, allowing for analysis of material behaviour in such setting, is known as the Synthetic 

Theory of Strength. It was firstly introduced by E. Shemyakin, Academician of Russian Academy 

of Sciences (RAS), in his works [5-6]. 

The strength criterion under shear strains for continuums with non-symmetric tensors is  

defined by the second invariant of the strain tensor is constant [1]. In the case of problems with 

the symmetry in the direction of one of the axes, let us consider a plane deformation. The 

constancy of  within the area in question (the prefracture zone) takes the form: 2I

const4
2

yxxyyx .

Let us take the principal shear value e , corresponding to fragmentation of a solid into 

elementary parts by the sliding surfaces under strain, as the constant placed in the right part of the 

criterion. In the case of a brittle fracture, the fracture is connected with the appearance of shear 

strains. The diagram, determining the material behaviour is the diagram “maximum tangential 

stress – principal shear”, which has a so-called “descending leg” [5]. This diagram is derived 

from experiments on loading under conditions of a homogeneous simple shear and on compound 

loading (this situation, in particular, happens in a rock element), accomplished by a group of 

Russian scientists of the Siberian branch of RAS [5].  is an independent criterion, describing 

irreversible strains. Therefore, the requirement for finite strains, after the stresses have achieved 

their critical values and the principal shear’s further growth in the region of irreversible strains (in 

the prefracture zone) is the constancy condition for , which is the strength criterion under shear 

strains:
222

exyyx  .      (2) 

In the case of plane deformation for a brittle fracture model, this criterion is introduced in [1]. It 

is necessary to note that in the case of a plane deformation, the second invariant of the strain 

tensor coincides with the second invariant of the tensor (deviator) in a tree-dimensional case.  

While considering the possibilities for the apparatus of the 4-dimensional formalism, as 

an integrating approach of continuum mechanics, this statement, in particular, is the key idea to 

apply the 4-tensors to the model of the synthetic theory of strength and to generalize models in 

the case of an originally isotropic homogeneous material.  

Let us consider a problem on rock deformation near an excavation of a circular cross-

section. The stress field in the prefracture zone for the model calculated. The stress field outside 

the zone of irreversible strains is calculated with the apparatus of functions of a complex variable 

The prefracture zone, itself, covers the excavation contour completely and is restricted by the 

elastic-plastic boundary, which is an ellipse. We obtain the system of the first-order equations for 

the definition of the deformation in the prefracture zone [1, 3]:  

02sin2cos
~

yxx ,

02cos2sin
~

yxy   (3) 

Computation of the displacements in the sliding lines nodes gives an opportunity to specify a real 

position of the continuum elements as a result of strain. Numeric solution of the problem on 

diaxonic non-symmetric extension of a solid near the excavation with a circular cross-section, is 

found for the case , ., p=0.1.  Here0.3Ax
5.2By A  and  are mutually perpendicular 

efforts, acting at infinity in the direction of the axes Ox and Oy accordingly, is the pressure 

along the opening’s contour. Numeric modelling is accomplished by the method of 

B

p
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characteristics. The lines of the strain field peculiarities in question reveal places of most slippage 

of structure elements along the real sliding lines and indicate the zones of the earliest fracture 

near the excavation.  

 Within the model in question, the problem on rock behaviour in a ring domain 

surrounding the excavation is additionally considered. In this case, special attention is drawn to 

the behaviour of the hoop stresses [ 6].

3. Results 

The strain field can be computed with the help of either the theory of plastic flow, or with 

a model of the synthetic theory of strength. In the problem on stress and strain distribution in an 

eccentric pipe, it is extremely difficult to determine the displacement field for a model of the 

plastic flow theory. Knowledge of the prefracture zone geometry and introduction of the criterion 

(2) enable to calculate the displacement field and restore the evolution scheme of irreversible 

strain in the zone of irreversible strains, while the external actions are given. 

  Thus, the solution of the elastic-plastic problem with the help of the criterion (2), and, 

therefore, the system (3), enables to observe the evolution of material strain (rock) in terms of 

real sliding surfaces in the whole zone of irreversible strains, from its origin till the excavation 

contour, and to calculate the displacement field in the prefracture zone.  The model of the 

synthetic theory of strength allows to compute the displacement field in the plastic region, reveal 

the displacement field singularities, observed in experiments on fracture of solids, rocks and 

brittle fracture materials. The concept of real sliding lines and their role in mechanics fully 

corresponds to experimental study of the material behaviour in mezomechanics, in particular, 

with appearance of fracture characteristic lines and formation of regular block structures in a 

homogeneous isotropic material 
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The fracture behavior of a SiC fiber-reinforced Ti matrix composite beam in pres-
ence of a notch perpendicular to the fibers is simulated by means of a multiscale 
model based on an embedded cell approach in three dimensions. Experimental 
observations demonstrate that damaged was localized in a very narrow zoned 
close to the notch root where severe plastic deformation of the Ti matrix occurred 
and was accompanied by fiber fracture and pull-out from the matrix. Following 
these observations, the representation of the material in front of the notch tip 
- where damage was going to be concentrated - included the actual fiber-matrix 
topology in the composite, while the remainder of the beam was represented by 
a linear thermo-elastic, transversally-isotropic homogeneous solid. The damage 
and fracture micromechanisms which controlled the onset of fracture (namely, 
plastic deformation of the matrix, brittle fiber fracture and fiber/matrix frictional 
sliding) were included in the behavior of the different phases and interfaces: 
fiber fracture was simulated through random fracture planes and special cohe-
sive elements that allow to reproduce brittle fiber failure according to a Weibull 
statistics, while interface failure was also introduced using cohesive elements 
and standard contact algorithms. In addition, the corresponding micromecha-
nical parameters (fiber strength and Weibull modulus, interfacial strength and 
fracture resistance, matrix flow stress within the composite) were independently 
measured.

The mechanical response of the beams in three-point bending was computed 
using the finite element method, and a new control technique was presented to 
obtain the whole load-displacement curve at a reasonable computational cost 
when progressive damage throughout the model (due to the simultaneous de-
velopment of multiple cracks and frictional sliding) led to severe numerical in-
stabilities. The simulation results were in good agreement with the experimen-
tal data at both the microscopic and the macroscopic level, demonstrating the 
potential of this approach to simulate the fracture behavior of complex, hetero-
geneous materials. Finally, further applications of these multiscale applications 
are briefly noted.
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A formulation based on Fast Fourier Transforms for the 
calculation of the micromechanical behavior of plasti-

cally deformed 3-D polycrystals
Ricardo Lebensohn

Los Alamos National Laboratory, MST8 - MS G755, 87544, Los Alamos, United States of America

We present a numerical formulation based on Fast Fourier Transforms (FFT) 
to obtain the micromechanical fields in plastically deformed 3-D polycrystals. 
This formulation, originally developed as a fast algorithm to compute the linear 
and nonlinear response of composites using as input a digital image of their 
microstructures, has been adapted to deal with 3-D polycrystals deforming by 
dislocation glide. The FFT-based model provides an exact solution of the gover-
ning equations, has better performance than a Finite Element calculation for the 
same purpose and resolution, and can use voxel microstructure data as direct 
input. To illustrate the capabilities of this formulation we will show its predic-
tions, together with comparisons with statistical models and experimental re-
sults, of effective properties, local fields, global and local texture development, 
and microstructure evolution in fcc and hcp materials.
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Dislocation dynamics simulations in bcc metals
Ronan MADEC

CEA DPTA, BP12, 91680 Bruyeres-le-Chatel, France

Dislocation dynamics simulations have now reached a stage where they are 
able to tackle such problems as the formation of dislocation microstructures 
and forest hardening in single cristals deformed in the bulk. In principle, the 
effective connection between the mesoscopic and continuum approaches of 
plasticity is based on the knowledge of the interaction matrix between slip sys-
tems and of the dislocation mean free paths, from which a hardening matrix 
can be derived. The purpose of the present work is to establish this connection 
in the case of BCC metals, using a dislocation dynamics simulation that will be 
briefly described. Emphasis will be put on the determination of the interaction 
matrix in the high temperature regime, above the so-called „athermal tempera-
ture“ at which lattice friction vanishes. Results on dislocation mean free paths as 
a function of the type of obstacles to dislocation motion will also be discussed.
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ABSTRACT 

Finite Elements (FE) method is the commonly used method for macro scale modelling of 
material behaviour in metal processing. Application of the FEM to the microscale phenomena 
leads to numerous difficulties due to discontinuous nature of these processes. On the other hand, 
the Cellular Automata (CA) method is widely applied to simulate the behaviour of discontinuous 
materials at the microscale level. This work is a study of possibilities given by coupling FE with 
CA. A brief description of the coupled Cellular Automata – Finite Element (CAFE) multiscale 
models and selected examples of application are presented in the paper. The difficulties arising 
in practical CAFE application are discussed. The models developed for prediction of 
microstructure evolution in metal possessing (i.e. metal forming, thixoforming, heat treatment, 
etc.) and strain localization phenomena during deformation are shown. The capabilities of 
accounting for stochastic phenomena occurring in the discontinuous materials in microscale and 
its influence on macroscale behaviour are presented, as well.  

 1. Introduction 

Multiscale behaviour can be found in almost every aspect of material processing. Combination 
of macroscale (e.g. shape), mesoscale (e.g. phase distribution) and microscale (e.g. grain 
distribution) phenomena results in final product properties. Suitable solutions for these problems 
can be obtained from multiscale modelling, dealing with interactions between phenomena 
appearing in different scales in the material subjected to the deformation.  
Numerical methods based on assumptions of domain continuity and deterministic character of 
phenomena occurring in materials is commonly used in modelling of thermo-mechanical 
processes. The finite elements method is the basis of these solutions [1,2]. Over the years of 
intensive development, numerous improvements have been proposed to include into numerical 
simulations for example microstructure evolution model based on differential equations [3]. In 
consequence, a conventional multi scale model has been created. However this approach has 
several limitations, i.e. only continuous domains can be taken into account during simulation.  
That is the reason why an alternative computational method, capable of overcoming those 
limiting factors, has been sought after for several years. The coupled Cellular Automata– Finite 
Element multi scale model is one of the possible solutions. The main advantage of the CAFE 
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approach is a complete separation of the material behaviour from the structural response. Such 
an approach creates new possibilities for more accurate description of material behaviour 
subjected to the deformation.  
The objective of this work is to show immense capabilities of the developed CAFE approach to 
model thermo-mechanical operations. Particular attention is put on solving various difficulties 
arising during creation of the CAFE models. 

 2. Selected problems of coupling CA and FE methods 

The CAFE methodology has been extensively studied over last several years. The main 
assumptions and results obtained from the developed models are described in [4]. More detailed 
discussion of the most significant features related with combining two different computational 
methods are described below. CAFE theory is based on automata spaces, bound with the finite 
element integration points. Creation of the relatively simple CAFE model is not an issue, 
because it is easy to fulfil all the assumptions of the method. However, in more complicated 
simulations of metal processing operations, the model has to face difficulties mainly associated 
with information exchange between scales.  For example, major obstacles have already become 
visible, when remeshing appears in the FE mesh during simulation of the strain localization in 
material. As a consequence, there is a change in the number of the mesh nodes, as well as in the 
number of Gauss integration points. Therefore, a problem with attaching the CA spaces to the FE 
nodes appear (Fig.1). To solve this problem an alternative set of points is introduced in the 
sample area [5]. In this case number of CA spaces is constant during the deformation process. 
This approach enables remeshing process and a change in the nodes number in the FE mesh. 
Information exchange between FE and CA points in the macro scale is performed using 
interpolation technique from the Smoothed Particle Hydrodynamic (SPH) method. 

 
Figure 1 Illustration of the remeshing problem in the multi scale CAFE approach.

Another issue is connected with diverse material properties among the FE mesh. The problem 
occurs for example in hot axisymmetrical compression tests when the dynamic recrystallization 
(DRX) is accounted for. The CA simulation of microstructure evolution implements the 
constitutive model of the flow stress σf, which is crucial for the FE solution and depends mainly 
on temperature and strain rate fields. Every finite element in the mesh is exclusively connected 
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with separate CA space, which acts as a model of the microstructure evolution. Therefore, 
different microstructure images can be attached to different regions of the material (Fig.2). In 
consequence, the material description, such as distribution of grain size or grain orientation, can 
vary among the simulated sample. While the CA model of DRX is sensitive to the initial 
microstructure characteristic [6], the response of the model for similar inputs (i.e. temperature 
and strain rate) can be dissimilar, because of differences in the state of microstructure.  

 
Figure 2. Gradient of the microstructure CA images along the FE mesh.   

Due to nonlinearity of mechanical equations system, the FE solver makes use of the Newton-
Raphson (N-R) procedure, which requires several trial steps in each time increment and 
calculations of flow stress, which are based on the CA simulation (Fig.3). Since the temperature 
and the strain rate are given as constants in the N-R search, recalculation of CA in trial steps can 
be replaced with the interpolation between the two most recent results of the CA method. 

x0 x1 x2 x3
Solution values in following linear steps

 
Figure 3 Different solutions in each ”trial“ step of Newton-Raphson solution 

An interesting case of CA and FE combination appears also in numerical analysis of 
thixoforming. CFD simulations are usually based on Eulerian or Arbitrary Lagrangian-Eulerian 
(ALE) material representation and nonlinear solution [7]. Problem with attaching nodes and 
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integration points to a proper CA space is similar to previously described problem with 
remeshing operation and in same cases it can be solved with similar methods. The other way is 
to find a mesh, where one FE node in the following time steps represents not “the idem” CA 
space, but “the same” CA space. 
As it had been mentioned, nonlinearity of the solution constrains “trial” steps. Material data have 
to be provided for each solution. When material parameters are strongly dependent on material 
state, it is necessary to compute these data for each linear system independently. In the CAFE 
methodology, material state is computed basing on the CA simulation, complying material 
history. Combination of multiply linear solution and history dependent CA simulations extorts 
“reversibility” of the CA simulations, with one “trial” solution for each linear system solution. 

 3. Summary 

Presented CAFE method is a promising solution for modelling of different multiscale 
phenomena, in both solids and fluids. In the cases, when nonlinearity and mesh deformation are 
negligible, employing of the CAFE method is rather simple. However, as it was presented, there are 
some significant obstacles that have to be overcome for more sophisticated examples. To solve these 
problems the trial CA solutions, or the mapping between CA and FE spaces, are introduced. However, it 
leads to increase of computing time and further efforts have to be made to reduce the computational 
complexity. Some FE simulations of industrial problems are still extremely difficult to be combined with 
the CA method, especially when full Eulerian or ALE solutions are used.  The further works will focus 
mainly on up- and downlinking between CA and FE level methods, including mapping of the results 
between incompatible CA and FE spaces, as well as Eulerian FE meshes integration with CA spaces. 
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Atomistic Study of Moving Dislocations in Disordered 
Alloys
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Using atomistic simulations of dislocation motion in Ni and Ni-Au alloys we re-
port a detailed study of the mobility function as a function of stress, tempera-
ture and alloy composition. We analyze the results in terms of analytic models 
of phonon radiation and their selection rules for phonon excitation. We find a 
remarkable agreement between the location of the cusps in the $sigma$-$v$ 
relation and the velocity of waves propagating in the direction of dislocation 
motion. We identify

and characterize three regimes of dissipation whose boundaries are essential-
ly determined by the direction of motion of the dislocation, rather than by its 
screw or edge character.
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ABSTRACT 

 
 

Mass transfer of oxygen, carbon dioxide and water in apple and pear fruit is vital for fruit 
quality during and after storage. Apparent material parameters (e.g., gas and moisture 
diffusivity) that are measured incorporate both actual physical properties and the effect of the 
microscale geometry of the tissue. However, this relationship is not understood well to date. 
A multiscale paradigm is required to bridge the knowledge gap. Quantitative characterization 
of the structure at the cellular and the sub cellular scale is an essential part to develop models 
at the microscale that can be used to predict apparent material properties. This paper presents 
an ellipse tessellation algorithm to generate a 2D geometrical model of the microstructure of 
pear tissue.  The model tissue geometry was generated from the fitted-ellipses, which were 
truncated when neighbouring areas overlap. As a result, a virtual microstructure consisting of 
truncated ellipses fills up the entire space with the same number of cells as that of 
microscopic images and with similar area, orientation and aspect ratio distributions. Statistical 
analysis showed that the virtual geometry generated with this approach yields spatially 
equivalent geometries to that of real fruit microstructures. Compared to the more common 
algorithm of Voronoi tessellation, ellipse tesselation was superior for generating the 
microstructure of fruit tissues. The paper further demonstrates that the generated tissue 
models can be readily exported into a finite element environment via interfacing codes to 
perform in silico experiments for estimating apparent gas diffusivities in comparison with 
measured values, and investigating their relation with fruit microstructure. 

Keyword : ellipse tesselation, microstructure, finite element analysis, diffusion, food quality 

 

1. Introduction 
 
Materials are dual in nature; they are continuous when viewed at large scales and discrete 
when viewed at atomic scale. In understanding the interdependence between these scales, 
multiscale material modelling approach is crucial. Microstructures are transitional scales from 
atomic to macroscale. As a result, modelling microstructure becomes a prerequisite for 
understanding the transitional theoretical frameworks and modelling techniques to bridge the 
knowledge gap between length scale extremes [5]. During the past decades, several types of 
Voronoi based models have been used to represent microstructures of different materials such 
as aggregates of grains in polycrystals [10], composite materials [6], ceramic microstructures 
[3] and fruit microstructure [8]. The Poisson Voronoi diagrams (PVDs) have been extensively 
used and studied by different authors [7, 8]. [8] generated Poisson Voronoi diagrams having 
similar statistical properties (area, orientation and aspect ratio) as that of apple parenchyma 
microstructures. However, the spatial statistics of the real cells and the representative PVDs 
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were proved different [9]. As a result, generation of statistically and spatially equivalent 
geometric models remained unsolved. 
 
 
2. Materials and methods 
 
The study was based on images of fruit cellular structures obtained from light microscopy. 
Sample preparation and image acquisition procedures outlined by [8] were followed. Samples 
from Conference pear parenchyma tissues were used. The geometrical characteristics of cells 
were estimated using moment calculations and moment based ellipse-fitting algorithms 
outlined by [8]. 
Microscopic fruit cell sections are elliptical (aspect ratio greater than one) [8, 12]. The conic 
sections fitting to scattered data procedure [5] generates the best-fit ellipse for the given set of 
points on the natural boundary of microscopic images. The model tissue geometry was 
generated from the ellipses, which were truncated when neighbouring areas overlap. By doing 
so, as many truncated ellipses as there are cellular images were generated filling the entire 
cellular space (for details refer to [9]).  
The spatial analysis of the microscopic and the virtual tissues were performed by expressing 
spatial arrangements in terms of  their location with respect to one another by means of a 
“weighting function” [1,11]. In this study, the weighting function was defined as the inverse 
of the distance between the geometric centres (centroids) of two cellular regions.  Moran’s I, 
local indicators of spatial association (LISA) and Geary’s C tests were used to test the spatial 
variability of the microscopic image and its virtual counterparts. For details of the spatial tests 
of the microscopic and the virtual tissues, refer to [9]. From the individual Moran’s I values 
and that of the white random field a hypothesis of spatial significance can also be tested [9]. 
 
3. Results and discussion 
 
Fig. 1 shows Conference pear microscopic image and its equivalent ellipse tessellation virtual 
tissue respectively. The statistical comparison between area distribution of microscopic 
images and virtual tissues are presented in Fig. 2. There was a good agreement the 
microscopic image and the virtual tissue for the statistical distribution of the geometrical 
parameters (Fig. 2a) as well as for their spatial relationship (Fig. 2.b, c &d). The statistical 
Kolmogorov-Smirnov test proved that area, orientation and aspect ratio distributions of the 
micrograph and the virtual tissue were equal at 5% level of significance.  
The spatial comparison using Moran’s I tests also showed that the virtual tissue was a good 
approximation of the real microscopic image. The Moran’s I values of the microscopic image 
and the ellipse tessellated virtual tissue were 0.0150 and 0.0136, respectively. The Moran’s I 
values show the presence of positive spatial association (compared to -0.0156 for random 
white field). Concerning the Z scale of the microscopic image and the ellipse tesselation, there 
was no enough evidence to reject the null hypothesis of no spatial correlation (with Z=1.2930 
and 1.2367 which are less than Z α/2 (1.96) or with p-values of 0.1986 and 0.2140 which are 
greater than 0.05). The LISA test clearly shows the presence of comparable trend in local 
spatial associations between microscopic images and ellipse tessellated counterparts 
 

Microstructural effects on the mechanics of materials

485



 
(a)      (b) 

 
Figure 1: Micrograph and ellipse tessellated virtual Conference pear parenchyma tissue. (a) 
micrograph; (b) meshed virtual tissue in Femlab environment. 

 

(a) (b) 

  

 

     (c)       (d) 

Figure 2.  Area and LISA distributions of the micrograph and its equivalent virtual tissue. (a) 
area distribution; (b) LISA of the microscopic image; (c) LISA of the virtual tissue; (d) LISA 
frequency distributions 
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4. Conclusion 

A novel ellipse tesselation algorithm for generating geometrically and spatially equivalent 
virtual tissues microscopic fruit tissues was developed. These virtual tissues could be 
exported in a finite element environment (such as Femlab) via interfacing Matlab code to be 
used in multiscale modelling of gas and moisture transport in fruits. Compared to the more 
common algorithm of Voronoi diagrams, both the centroid based Voronoi diagrams (CVDs) 
and the Poisson Voronoi diagrams (PVDs), ellipse tesselation was superior for generating the 
microstructure of tissue. The difficulty of generating virtual tissues for regular microscopic 
fruit tissues (such as onion) and tissues with large cells surrounded by smaller ones or vice 
versa was overcome by our new tessellation algorithm.  

Such microstructural model avoids a tiresome classical continuum modelling approach where 
transfer properties that appear in the macroscopic transport equation are determined 
experimentally. As such, the heterogeneous properties of tissue and complex microstructural 
structures are rather recognized and separate model parameters and boundary conditions are 
defined to perform in silico experiments. This leads to a better understanding of the physics of 
the process.  
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In this work ferrotic composites were synthesized by the method of In-situ. The 
effect of Titanium content on microstructure and wear properties of this compo-
sites were investigated.  The In-situ melting of cast iron, ferrotitanium and com-
mercial pure iron in high frequency induction furnace caused reaction between 
carbon and titanium which produced titanium carbide particles within the melt. 
Four specimens with 2.5 wt.% carbon and containing 4,6,8 and 10 wt.% titanium 
were synthesized. The specimens were studied by using x-ray diffraction (XRD) , 
scanning electron microscope (SEM) equipped with EDX, image analyzer , opti-
cal microscope (OM), wear resistance , macro and micro- hardness testers.

As a result, the matrix microstructure and the amount, shape, size and distribu-
tion of TiC particles can be modified by controlling the chemical composition. It 
is found that an increase in the amount of TiC particle will result in an increase 
of hardness and the wear resistance.
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Metallurgical Characteristics of ESR Processing in 
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Maraging steels categorize as a group of martensitic steels possessing ultra high 
strength along with good fracture toughness. They are highly alloyed, generally 
contain Co, Mo, Ti and have very low levels of carbon and other impurities. Ma-
raging steels are highly expensive because of costly alloying element contents 
such as Ni and Co. Reduction of alloy cost has been the subject of many resear-
ches.

In this research, C300 maraging steel scraps were recovered to C350 maraging 
steel by Electroslag Remelting (ESR) method. Less sensibility to primary ingot, 
desirable specified reactions and economical aspects are some of the benefits 
of this process.

For the Present investigation some specimens were prepared with various slag 
compositions. Volume fraction, density and size distribution of inclusions in the 
ingots and the electrode were determined in a quantimet image analyzer. The-
se results were supplemented by spectrophotometer and SEM equipped with 
EDX. Mechanical properties of specimens in the heat-treated and aged condi-
tions were assessed and compared with standard Properties of C350 maraging 
steel.

The present results confirm that recovery of maraging steels by ESR method is 
successful and mechanical Properties are according to standard.
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Nanometer thin intergranular glassy films (IGFs) form in polycrystalline ceramics 
during sintering at high temperatures.  The structure and properties of these 
IGFs are significantly changed by doping with rare earth elements.  We have 
performed highly accurate large-scale ab initio calculations of the mechanical 
properties of both undoped and Yittria doped (Y-IGF) model, shown in Fig. 1, 
by theoretical uniaxial tensile experiments [1].  For example, uniaxial strain was 
applied in the x-direction in small increments, while the y- and z-dimensions of 
the model were kept constant such that the strain components were ε11≠0, whi-
le ε22=ε33=0.  Similar theoretical experiments have been performed by loading 
in the other two directions.  At each strain, all atoms in the model were fully re-
laxed using Vienna Ab initio Simulation Package VASP [2] until the residual force 
on each atom was reduced to less than 0.01 eV/Å.  The relaxed model at a given 
strain serves as the starting position for the next increment of strain before the 
model is fully relaxed again.  This process is carried on until the total energy (TE) 
and stress data show that the “sample” is fully fractured.  Fig. 2 shows the stress 
components σ11, σ22, and σ33 and the increase in TE as a function of applied 
strain ε11.  Interesting differences are seen between the stress-strain response of 
undoped and Y-doped models.  For the undoped model, the lateral stresses σ22 
and σ33 show very little increase in the first few load steps which correspond 
to the initial linear portion of the σ11-ε11 curve.  This stress-strain behavior in-
dicates that the initial atomic structure of the IGF is such that there is negligib-
le coupling between the x- and the y-z directions.  However, once the σ11-ε11 
behavior becomes non-linear the lateral stresses increase, indicating that the 
atomic structure evolves with loading [1].   

 To relate the ab initio calculations to the continuum scales we analyze the ato-
mic-scale deformation field under this uniaxial loading [1].  Fig. 3 shows the local 
strain field ε11, calculated for a 4.0 Å radius and the superimposed deformed ball 
and stick model.  The local strain field is plotted using a color scheme with the 
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saturation limit set at ±4% strain which is the value for complete fracture (see 
Fig. 2).  We note that the applied strain in the x-direction is mostly accommo-
dated by the IGF part of the model and the crystalline part experiences almost 
negligible strain.  As the overall strain on the sample is incrementally increased, 
the local strain field evolves such that locations proximal to the softer spots, 
like that circled in red, attract higher strains.  As the load progresses, the strain 
concentration spots tend to coalesce and eventually form a persistent strain lo-
calization zone across the IGF as seen in Figure 4(d) at the strain of 2.7% cor-
responding to the peak stress.  The deformation pattern obtained through ab 
initio calculations indicates that it is possible to construct discrete grain-scale 
models that may be used to bridge these calculations to the continuum scale as 
depicted in Fig. 4.  
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Fig. 2. Stress-strain relationship of the pure and the
Y-doped IGF models.

Fig. 1.  The ball and stick model of the
relaxed Y-IGF between -Si3N4 crystal layers 
with Y ions near the interfacial region.

Fig. 3.  Local strain field of the Y-IGF as a function of deformation under increasing strain: (a) 0.5%; (b) 0.9%; (c) 
2.3%; (d) 2.7 %; (e) 3.1 % and (f) 3.7%. 
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Fig. 4.  Grain-scale models that may bridge ab initio calculations to the
continuum scale.
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ABSTRACT 

 
The overall behaviour and the evolution of the internal structure of metals composed of grains 
with different sizes are simulated using an elastic-viscoplastic self-consistent approach. The 
Representative Volume Element is composed of randomly distributed spherical grains with a 
grain size distribution following a log-normal statistical function. Numerical results obtained 
for IF steels display that the overall yield stress depends not only on the mean grain size but 
also on the grain diameter dispersion. The study of the evolution of the internal structure 
indicates an increase of second order internal stresses with grain size dispersion. This effect is 
more pronounced for fine-grained metals. 
 
 
1. Introduction 
 
The micro-macro transition theories were developed to model the inelastic behavior of 
heterogeneous materials starting from the local (heterogeneous) behavior of their constituents. 
The interaction between grains is described by Eshelby’s inclusion approaches, which is 
considered as accurate when grain size distribution is assumed uniform. Nevertheless, grain 
size effect is lacking in the aforementioned framework despite the well recognized Hall-Petch 
effect. In this approach, the only source of heterogeneity arises from grain size dispersion. 
The aggregate is composed of randomly distributed isotropic spherical grains with a grain size 
distribution following a log-normal statistical function. The local behavior is supposed to be 
elastic-viscoplastic with a reference stress depending in the individual grain size. The overall 
behavior is calculated and a deviation from the classical Hall-Petch relation is observed. The 
fluctuations of mechanical fields related to grain size dispersion is on the same order than the 
ones arising from crystallographic heterogeneities. 
 
2. Modeling 
 
2.1. Grain size distributions 
 
The Representative Volume Element (RVE) is composed of N spherical grains with non-
spatially correlated sizes. Commonly, grain size distributions follow statistical log-normal 
density probability functions [1]. A log-normal distribution function Lgn(M,S) of the grain 
diameter D is defined as the variable x follows a normal distribution, with x=Ln(D). M and S 
are respectively the mean and the standard deviation of the variable x. Thus, the probability 
density function of the log-normal distribution is: 
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A discretisation by 0.1 µm step gives a good approximation of the continuous statistic. 
Numerical values of M and S are determined to cover mean grain diameters from 2 to 100µm 
with same relative dispersions ΔD/D (where D means Dmean in this notation). The case of 
nanostructured materials is not considered (Dmin=0.1µm). 
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2.2. Behavior of the grains 
 
The behaviour of the grains is supposed elastic-viscoplastic. The linear elastic properties are 
supposed homogeneous and isotropic. The viscoplastic strain rate  of each grain “I” 
follows the so called Odqvist law: 
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where is the Von Mises equivalent stress defined in terms of the deviatoric stress tensor 

. n is set to characterize low strain rate sensitivity (1/n). 
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The reference stress  combines a grain size dependence (Hall-Petch type behavior) and a 
plastic strain one (isotropic Ludwik-Hollomon’s type strain hardening) as follows: 
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In Eqn. (3), DI is the grain size of the grain,  is the friction stress, and k, m, h, and q are 
materials parameters (identical for the whole grains) and were identified for typical IF steels 
[3-4]. 

0σ

 
2.3. Self-consistent approximation 
 
A self-consistent procedure using the “translated fields” technique was developed [4-5]. For 
an elastic-viscoplastic medium with homogeneous elastic moduli C and heterogeneous 
viscoplastic compliances, the interaction law between local stress rates σ  and overall one  
reads:  
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where SE is the elastic Eshelby tensor, vpvp εE && = , and, is the viscoplastic strain rate 
concentration tensor related to the homogenous viscoplastic moduli  of the effective 
medium: 
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In Eqn.(5),  represents the local part of the modified Green tensor associated with . In 
the particular case describe before, Eqn.(4) writes simply: 
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where ηI et η are respectively the viscoplastic moduli of the grains “I” and of the aggregate. 
 
3. Results 
 
Tensile tests at a prescribed strain rate of | Ė | = 8×10-3 s-1 are simulated until a macroscopic 
strain of 10%. Macroscopic and microscopic results are presented. 
 
3.1. Overall tensile stress/strain responses and yield stresses 
 
Tensile stress/strain responses are reported on Fig. 1 for two mean grain sizes and several 
relative dispersion ΔD/D. In the case of Dmean=4µm, a softening due to grain size dispersion is 
observed (Fig. 1(a)). This effect decreases with increasing mean grain size (Fig. 1(b)). The 
global effect of dispersion is reported on Fig. 1(c), where the yield stress (conventional yield 
stress at 0.2%) is plotted for different mean grain sizes and relative dispersions ranging from 0 
to 5. The Hall-Petch effect is more affected for small grain size. 
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(a) Dmean=4μm   (b) Dmean=80μm   (c) Yield stress 

Figure 1 Overall stress/strain tensile responses and yield stress 
 
3.2. Local fields 
 
Local plastic strains and local stress components (in tensile direction) evolutions are reported 
on Fig. 2 for ΔD/D=5 and Dmean=4μm. This figure shows important heterogeneity for the local 
fields. Concerning the plastic strain (Fig. 2(a)), as expected, coarsest grains contributed more 
to the deformation than the smallest one. Important fluctuations of internal stresses are 
observed (Fig. 2(b)) and three regimes occur. First, the finest grains are a little bit subjected to 
2nd order internal stresses. Then, a transient regime occurs, and finally, a third one, deals with 
a decrease of internal stresses as grain size increases. Hence, it is worth noticing that local 
stress fluctuations are on the same order than the ones related to heterogeneities associated 
with plastic anisotropy found for polycrystalline IF steels [6]. 
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(a). Evolution of the plastic strains   (b) Evolution of the local stresses 

Figure 2 Local fields for Dmean=4μm and ΔD/D=5 
 
4. Conclusion 
 
Assuming a single mechanism responsible for the grain size dependence, it is found that not 
only the mean grain size plays a role but also grain size dispersion has an impact on overall 
behavior and on the evolution of the internal structure. This one is more important for fine-
grained metals than for coarse-grained ones. Predicted local fields fluctuations are significant 
for fine-grained metals with relatively broad dispersions. 
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This work involves continuum finite element modelling of sharp indentation ex-
periments performed in fcc metallic single crystals and polycrystalline aggre-
gates. The aim of the investigation is to establish the micromechanics of plastic 
deformation within a single grain and its evolution as the plastic zone underne-
ath the indenter spreads through neighbouring grains. The simulations are per-
formed for single crystals as well as in a polycrystalline aggregate, where each 
of the grains is assumed to deform through a crystal plasticity model. In single 
crystal indentation, full three-dimensional simulations are conducted to capture 
the true features of pyramidal (Vickers and Berkovich) indentations. In the poly-
crystalline aggregate, the constitutive model gives the description of dislocation 
slip, whereas the finite element mesh sets the kinematic constraints between 
neighbouring microstructural units. In the latter simulations, the finite element 
mesh is subjected to wedge indentation under plain strain conditions. The mesh 
is composed of different regions, resembling a characteristic microstructure of 
“in-plane“ equiaxial grains, whose governing parameters for the crystal plastici-
ty model and individual orientations can be set a priori.  With this investigation, 
we seek to evaluate the degree of isotropy in the contact response attained for 
grains with arbitrary orientation and the role of grain boundary strengthening. 
It is found that hardness and the amount of material pileup and sinking-in deve-
loping at the contact boundary are rather insensitive to crystalline orientation 
irrespectively of the governing constitutive parameters. The simulations thus 
show that there exists a direct similarity between crystal plasticity analyses of 
indentation experiments and those made by recourse to the J2 associated flow 
theory, which describe the macroscopic behaviour of a perfectly isotropic me-
tallic polycrystalline aggregate.
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Polymers 

 
 

O. Gueguen(1), S. Ahzi(1), A. Makradi(1), S. Belouettar(2)

 
 

(1) Université Louis Pasteur, IMFS-UMR7507, 2 Rue Boussingault Strasbourg, 
France, gueguen@imfs.u-strasbg.fr,ahzi@imfs.u-strasbg.fr, makradi@imfs.u-strasbg.fr. 

(2) LTI, Research Center Henry Tudor, 70 Rue de Luxembourg, L-4221 Esch-sur-
Alzette, Luxembourg, salim.belouettar@tudor.lu 

 
 

ABSTRACT 
 
 
In this paper effective elastic constants of semi-crystalline polymers are computed through 
homogenisation methods. The polymer is considered as a two-phase composite made up of an 
amorphous and a crystalline phase. To improve the prediction of the polymer mechanical 
properties, we develop new estimates which take into account not only the relative volume of 
each phase but also the polymer morphology. We applied these estimates to isotropic 
polyethylene (PE), isotactic polypropylene (iPP) and poly(ethylene terephthalate) (PET). We 
obtain a good agreement in comparison with experimental results, for different rate of 
crystallinities.  
 
 
1. Introduction 
 
Based on well-known averaging methods (1, 2), we propose new estimates for isotropic PE, 
iPP and PET. We compare the different average bounds and discuss their effective elastic 
estimates with morphological considerations for different crystallinities. To illustrate our 
results, we compare them to experimental ones from the literature (3-4). 

 
 

2. Composite models 
 

The general formulation of the effective elastic stiffness for composites is based on the work 
of  Eshelby (5) and is expressed for N inclusions by: 
 

 ( )
1

:
N

eff M I M I
I

I

C C f C C A
=

= + −∑  (1) 

 
Where effC is the effective elastic stiffness; MC , IC  are the elastic stiffness for the matrix and 
the inclusion, respectively. fI is the volume fraction of the inclusion embedded in the matrix 
(Fig 1). IA  is the localisation tensor we estimate in our models. 
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Figure 1: Inclusion embedded in a uniform infinite domain. 

 
The definitions of the localisation tensor are defined for each model as follows: 
 
 
Table 1 Definition of the concentration tensors for different models 

Mori-Tanaka model 
1

11
: : : ( ) (1 )I M I M

I IA f I S C C C f I
−

−−⎛ ⎞⎡ ⎤= + − + −⎜ ⎟⎣ ⎦⎝ ⎠
                          (2) 

Composite-Inclusion 

Four concentration tensors are defined ( cQ , aQ , cR , aR ): 
 
⎧ε = ε ε = ε⎪
⎨
σ = σ σ = σ⎪⎩

c ac I a I

c c I a a

Q ; Q :

R : ; R : I
                                                               (3a, b)

 
To derive 
 
I a a c

a aC f C Q (1 f )C Q= + − c                                                               (4) 
 
Then  
 

1
11

: : : ( ) (1 )I I Meff
I IA f I S C C C f I

−
−−⎛ ⎞⎡ ⎤= + − + −⎜ ⎟⎣ ⎦⎝ ⎠

                           (5) 

 
Where S  is the Eshelby tensor; εi ,σ  are the strain and stress of each phase. i I is the identity 
tensor of ourth order. 
 
 

3. Results 
 
We apply the above discussed homogenisation methods. Results are shown in Fig 2, 3. 
 

0.00

1.00

2.00

3.00

4.00

5.00

6.00

7.00

8.00

9.00

10.00

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Cristallinity (%)

Yo
un

g 
m

od
ul

us
 (G

Pa
)

0.00

1.00

2.00

3.00

4.00

5.00

6.00

7.00

8.00

9.00

10.00

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Cristallinity (%)

Yo
un

g 
m

od
ul

us
 (G

Pa
)

(a) (b) 
Figure 2: Prediction of the Young modulus of PE (a) and iPP (b).  

Comparison with experimental results. 
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Figure 3: Prediction of the Young modulus of PET.  
Comparison with experimental results. 

 
 

4. Conclusion 
 
The use of the classical bounds (Voigt and Reuss) leads to far-apart estimates of the 

effective elastic properties, especially for high rate of cristallinities. Our new estimates 
reduced considerably the gap relative to the classical bounds, except for high concentration of 
the crystalline phase. They are in good agreement with experimental results. 
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Strain rate and temperature effects in atomic-scale 
dislocation-obstacle interactions

Yury Osetskiy 1, D.J. Bacon 2
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L69 3 GH, UK

We present results of large-scale atomic-level study of a gliding edge dislocation 
encountering different obstacles in pure Fe and Cu and in Fe-Cu alloys. We have 
studied dislocations moving under different applied strain rates (2x105-108s-1) 
and temperatures (0-600K). The critical resolved shear stress (CRSS) was deter-
mined and modifications to the atomic structure of dislocation and obstacle 
were studied for each case. It is found that the dependence of the CRSS on strain 
rate and temperature is different for different obstacles in different metals. It 
also varies with obstacle size. The possible reasons for such dependence are 
discussed. 
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Atomic-scale effects in dislocation-obstacles 
interactions

Yury Osetskiy 1, D.J. Bacon 2
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2Department of Engineering, The University of Liverpool, L69 3GH, Liverpool, United Kingdom

Strengthening due to voids and secondary phase precipitates can be a significant 
radiation effect in metals.  Treatment of this by elasticity theory of dislocations 
is difficult when specific details atomic structure of the obstacle and dislocation 
are influential.  In this paper we report results of large-scale atomic-level model-
ling of a gliding edge dislocation overcoming spherical voids in fcc copper and 
bcc iron and also Cu-precipitates in iron.  Obstacles of up to 6nm diameter were 
studied.   We demonstrate that atomistic modelling is able to reveal important 
effects which are beyond the continuum approach.  Some arise from features 
of the dislocation core and crystal structure, others involve dislocation climb 
and phase transformation effects.  Large obstacles of ≥5nm obey the equation 
for strengthening by the Orowan mechanism and can be estimated within the 
continuum approach with a high accuracy.
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ABSTRACT 
 
Applicability of the models used for simulation of crystal defects was tested. Three 
transformation paths were considered to study the behaviour far from the equilibrium: Bain 
and Zener deformations for bcc-fcc transition and shuffling of atomic planes for bcc-hcp. The 
lattice stability depends strongly on the range of acting interatomic forces. This result is even 
more important for the investigation of complex structures where displacive phase 
transformations are observed. 
 
 
1. Introduction 
 
Modelling of shape memory materials may be sensitive to the description of interatomic 
forces as it requires the investigation of material properties far from the equilibrium. Various 
approaches to this issue can be encountered in the literature. The pair-wise Morse potentials 
were used in the study of shear-modulus instabilities in press-induced bcc-hcp phase 
transitions in [1]. The pseudopotentials were employed for alkali metals in the investigation of 
the Bain transformation where different paths including constant volume, uniaxial straining 
and loading were considered [2].  
 
The n-body potentials have been extensively applied in the examination of crystal defects. For 
example, the martensitic transformations in NiAl were studied by molecular dynamics 
simulations using embedded atom method in [3]. A potential of the same category for 
zirconium was utilized in the study of twinned microstructures [4]. 
 
To a limited extent, the displacive phase transformation can be treated within ab initio models 
as well. Using a high-precision band structure method – full potential linearized augmented 
plane waves – the total energy was calculated along the tetragonal distortion path for bcc 
alkali metals and vanadium, fcc calcium, and hexagonal scandium and titanium [5]. 
 
In the present paper, the exponential n-body potentials [6] will be tested in order to evaluate 
applicability of models differing in the range of acting interatomic forces. The elastic 
behaviour of such potentials was systematically studied in [7] and these potentials were used 
in the investigation of segregation phenomena in binary alloys of transition and noble metals. 
 
 
2. Interatomic potentials 
 
The total cohesive energy is expressed as a sum over all atoms in the system 
 
    E  ,     (1) Eb

i
r
i

i
= − +∑( E )
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and it is composed of the bonding contributions based on the d-band density of electron states  
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and contributions of repulsive forces represented by the pair-wise potential of Born-Mayer 
type 
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The energy is then given by four adjustable parameters ξ, A, p and q. rij  is an interatomic 
distance between the atoms i and j, and r0  is the equilibrium first neighbour separation. Two 
parameters, p and q, are dimensionless and two, A and ξ, are in units of energy. 
 
The truncation of the potential is done by the fifth order polynomials  
 

U(r) = α(r-ru)5 + β(r-ru)4 + γ(r-ru)3 ,    (4) 
 
where the coefficients α, β, γ  are determined from the conditions of continuity of the 
potential functions and derivatives at rl and ru. The potential functions given by (2) and (3) are 
applied only for the interatomic separations smaller than rl and the potentials are approaching 
zero at ru. Three types of potentials have been tested: the potential approximated by the 
polynomials (4) 

i) between the first and second  
ii) between the second and third 
iii) between the third and fourth neighbours in the fcc lattice 
 

The potentials were fitted to the cohesive energy of 2.954 eV per atom and to the fcc lattice 
parameter of 0.409 nm corresponding to silver. The p/q ratio of 3 and the pq product of 27 
giving a sound behaviour close to equilibrium were chosen [7].   
 
 
3. Transformation paths 
 
In order to examine the behaviour of our models far from the equilibrium, three 
transformation paths have been considered:  
I) Bain transition preserving the atomic volume along a tetragonal deformation path, i.e., the 
crystal is extended in the c-direction while it is contracted in the perpendicular a- and b-
directions. If the c/a ratio is equal to 1 for the bcc lattice, the fcc lattice is obtained for c/a=√2, 
hence, the parameter describing the transformation trajectory is s=c/a.  
II) Zener transition is another transformation between the bcc and fcc lattices. The shear of 
bcc lattice on the (101) plane in the [⎯101 ] direction that induces the fcc topology has to be 
accompanied by additional deformations to convert isosceles triangles (two first and one 
second bcc neighbours) into equilateral triangles (all three first fcc neighbours) on the close-
packed planes, i.e., on (101) in bcc and (111) in fcc, respectively. 
III) Atomic shuffling of every second atomic plane that transforms bcc lattice into hexagonal 
close packed one. The atoms of the upper neighbouring plane situated in between the second 
bcc neighbours in the underlying plane are shifted to the centres of the triangles in hcp lattice. 
Again additional deformation has to convert isosceles bcc triangles into equilateral hcp ones. 
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4. Comparison of the models with different potential ranges 
 
It is shown in Fig. 1 that the energy of the system along the transformation trajectories is very 
sensitive to the potential range. For the short-range potentials truncated at the distance of the 
second neighbours, the minima corresponding to the fcc/hcp and bcc structures have 
comparable energies. The bcc lattice is unstable along the Zener and shuffling paths for the 
potentials truncated at the third and fourth neighbours, there is only a shallow minimum or 
inflexion point for the tetragonal Bain path. Since the hcp energy is lower than the fcc energy 
for the potential truncated at the third neighbours while it is higher for the truncation at the 
fourth neighbours, it can be anticipated that the fcc stacking fault energy is negative for the 
third-neighbour truncation indicating instability of the fcc lattice. The fcc and hcp energies for 
the second-neighbour truncation must be identical.  
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Fig. 1. Crystal energy along the transformation paths for three potential truncations. s is the 
parameter describing transformation paths, it is equal to 1 for bcc and √2 for fcc/hcp. 
 
 
5. Conclusions 
 
A pronounced influence of the potential range on the transformation behaviour along three 
paths important for displacive phase transformations has been demonstrated. 
 
 
Acknowledgements 
 
Support by the Institute Research Project AV0Z10100520 and COST program P19 OC149 is 
gratefully appreciated. 
 
 
References 
 
[1] J. Zhao, D. Maroudas, F. Milstein, Phys. Rev. B 62 (2000) 13799. 
[2] F. Milstein, H.E. Fang, Phil. Mag. A 70 (1994) 621. 
[3] Z. Shao, P.C. Clapp, J.A. Rifkin, Metall. Trans. A 27 (1996) 1477. 
[4] U. Pinsook, G.J. Ackland, Phys. rev. B 62 (2000) 5427. 
[5] V.L. Sliwko, P. Mohn, K. Schwarz, P. Blaha, J. Phys. Cond. Matter 8 (1996) 799. 
[6] V. Rosato, M. Guillopé, B. Legrand, Phil. Mag. A 59 (1989) 321. 
[7] V. Paidar, A. Larere, L. Priester, Modelling Simul. Mater. Sci. Eng. 5 (1997) 381. 
 

Microstructural effects on the mechanics of materials

504



Two-Scale Modelling of Sintering Deformation 
 

Jingzhe Pan
 

Department of Engineering, University of Leicester  
Leicester, LE1 7RH, UK; e-mail: jp165@le.ac.uk 

 
 

ABSTRACT 
 
 

The paper presents a general framework of two-scale modelling for computer simulation of 
the sintering process of powder compacts. The macroscopic finite element analysis for the 
sintering deformation of a powder compact is connected with a microscopic analysis of matter 
redistribution at the particle scale. At the continuum scale, the sintering body is treated as a 
porous viscous sold with changing density and grain-size. At the particle scale, all the major 
matter redistribution mechanisms, including diffusion in the solid state or through a liquid 
phase, vapour evaporation and condensation, and grain-boundary migration, are considered. 
The classical virtual power principle in solid mechanics is extended to the matter 
transportation problem at the microscopic scale and applied to formulating the multiscale 
modelling strategy.  
 
 
1. Introduction 
 
Almost all ceramic products and an increasing number of metal, polymer and glass products 
are made by the compaction and subsequently sintering of powder compacts. During the 
sintering process, the powder compacts are fired to consolidate sometimes in a controlled 
atmosphere. For ceramics this is perhaps the only viable manufacturing technology at a large 
scale. For other materials, the technology is often used to produce components of unusual 
chemical compositions or microstructures. During the sintering process the relative density of 
the powder compact increases typically from 60% to almost 100%; the average grain-size 
increases typically by an order or magnitude; and the component size shrinks typically by 20-
30%. The sintering deformation at the macroscopic scale is strongly coupled with the 
microstructural evolution. Sintering is therefore an ideal platform to study multi-scale 
modelling [1]. In this paper a general framework is presented for a two-scale model of the 
sintering deformation. A statistically averaged velocity of atomic migration is used to 
describe matter redistribution at the microscopic (particle) scale. Using a virtual power 
principle, the macroscopic stresses are related to the macroscopic strain rates through the 
microscopic velocity field.  
 
 
2. Virtual power principle for microscopic matter transportation and constitutive law 
 
Figure 1 shows schematically the two-scale sintering model considered in this paper. Figure 1 
(a) shows a finite element model of a component which experiences viscous deformation 
during sintering.  Figure 1(b) shows some of the microscopic processes responsible for the 
macroscopic deformation. For the sintering problem, it can be assumed that the particles (or 
grains) are rigid and that the macroscopic deformation is a manifestation of matter 
redistribution at the microscopic scale. At elevated temperatures, atoms can migrate away 
from the grain-boundaries through various diffusion routes and deposit onto the pore surface. 
This matter redistribution can either occur entirely in the solid state or, if a liquid phase exists, 
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the solid phase can dissolve into a thin liquid film within the grain-boundaries and diffuse into 
the pores through the liquid phase. 
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a). A finite element model at the 
macroscopic scale. 

b. A representative unit of the porous 
material showing the microstructure. 

 
Figure 1.  A two-scale model for sintering deformation 

 
As matter is removed from the grain-boundaries and fill up the pores, the grains approach 
each other leading to a macroscopic deformation (shrinking) of the solid. At the same time 
atomic rearrangement normal to the grain-boundaries makes the grain-boundaries migrate 
towards smaller grains, leading to grain-growth. Atoms can also evaporate from one part of 
the surface of a pore and deposit onto another part of the surface, leading to neck growth 
between the particles without densification. All these matter redistribution mechanisms can be 
summarised by a “statistically averaged atomic migration velocity” υv . Inside a solid grain, υv  
is simply the lattice diffusion flux. Within a thin layer of the interface (grain-boundary or pore 
surface), υv  can be decomposed into //υv , which is parallel to the interface and corresponds to 
diffusion (through grain-boundary, free surface or a liquid film), and ⊥υ

v , which is normal to 
the interface and corresponds atomic dissolution or precipitation, vapour evaporation and 
condensation, or grain-boundary migration.  
 
The driving force for the matter redistribution is the reduction of the total free energy E of the 
powder compact given by 
 

∫∫
−−

+=
surfacepore

SV
boundariesgrain

SS dAAdE γγ  .                                              (1) 

in which SSγ  and SVγ  represent the specific interfacial energies for the grain-boundary and 
the free-surface respectively. Lets  represent a thermodynamic driving force corresponding 
to 

F
v

υv , P
v

 the distributed mechanical force on the boundary Γ  of the representative unit and uv  
the velocity of boundary . The virtual power principle in solid mechanics can be extended 
to the microscopic matter transportation problem in the following format: 

Γ
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in which δ  represents a virtual variation of the following variable. Assuming a linear kinetic 
law for simplicity (although the approach developed here is not limited to the linear law): 
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vv =υ                                                                  (3) 

 
in which M  represents the mobility of the atoms which strongly depends on the temperature 
and local environment, equation (2) can be rewritten as: 
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in which C represents the concentration of the migrating species and Ω  the atomic volume. 
Let ijσ  and ijε&  represent the macroscopic stress and strain-rate tensors respectively. We have 
a well-known relationship due to Hill:  
 
 

                                                                                         ,                                                      (5) ( )P ijδσδ &
v
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ijε
 
 
in which V is the total volume of the representative unit. Substituting (5) into (4) provides the 
following constitutive law: 
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in which  is known as the strain-rate potential which is given by Ψ
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Expressions (6) and (7) connect the macroscopic stresses with the macroscopic strain rates 
through the microscopic velocity field. Cocks[2] derived these expressions for the case of 
solid state diffusion using bonding theorems following previous works by Needleman and 
Rice, McMeeking and Suo. For details of these references see the review article [1]. Here 
these previous works are extended to include all the possible matter distribution mechanisms 
in the very concise format by formulating a virtual power principle in terms of the atomic 
migration velocity.  
 
For sintering controlled by solid state diffusion, expression (7) can be reduced to the format 
used by Cocks[2]. Considering grain-boundary diffusion, surface diffusion and grain-
boundary migration, the interface diffusional flux j

v
 is defined as the volume of matter 

passing through a unit slab of the diffusion layer per unit time. Let  represent the thickness 
of the diffusion layer, then 

h
hj //υv

v
= . Noticing that hdAdV =  in Eq. (7),  can be rewritten 

into the format used by Cocks[2]: 
Ψ

 

dt
dEdA

M
dAjj

M mdiff

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅=Ψ ∫∫ ⊥⊥

boundary-graininterface 2
1

2
1 υυ vvvv

                   (8) 
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in which two effective kinetic mobilities have been introduced:  and            
.  This immediately leads to an advantage of the approach taken in this paper. In 

numerical simulations a non-dimensional group is often used: 

Ω= hMM diff

hMM m /Ω=

 

gb

m
m M

dM
M

2

= ,                                                           (9) 

 
in which d is the average grain-size and  is the effective mobility for grain-boundary 
diffusion. It is reasonable to assume that the atomic mobility M is the same for 

gbM

//υv  and ⊥υ
v . 

Therefore we have 
 

22

⎟
⎠
⎞

⎜
⎝
⎛==

h
d

M
dMM
gb

m
m .                                                  (10) 

 
Equation (10) is a significant expression because it dictates that mM  depends only on the ratio 
between the particle size and the thickness of the diffusion layer. The size effect of the grains 
(or particles) on the sintering kinetics is therefore controlled by mM .  
                     
The constitutive relationship given by Eqs. (6) and (7) have been used in two different ways:  
 
a) An “on-line” constitutive law was developed which interacts with the finite element 

analysis for macroscopic deformation of sintering[4]. This approach was used to model 
damage evolution in the sintering of powder compact containing hard inclusions in which 
powder particles may either separate or approach each other depending on the macroscopic 
strain state. The constitutive law is analytical but “derived on line” depending on the 
macroscopic strain state of the powder compact[4]. 

 
b) The relationship is being used to numerically compute the constitutive law for a 

representative unit which contains a large enough microstructure. For a given set of 
macroscopic strain rates, the microscopic velocity field is solved numerically using a finite 
element scheme for the microscopic problem. The corresponding macroscopic stresses are 
then determined numerically using Eqs (6) and (7).  
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The Effect of Porosity on the Elastoplastic Behavior of 
High Performance-Cast Alloys
M. Ries 1, B. Hadler 1, C. Krempaszky 2, E. Werner 1
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In the design of cast high performance components, the knowledge of the effect 
of porosity on strength and durability is of high significance. In this contribution, 
a model on the mesoscopic scale is proposed to investigate the impact of the 
topological aspects of the defects on the macroscopic mechanical properties of 
the material. In a first step only the geometrical properties of the porosity are 
embedded, micromechanical properties, e.g. anisotropy of the grains and influ-
ence of grain boundaries, are neglected. The constitutive behavior of the matrix 
is assumed to be that of the nonporous material. As a result the homogenized 
macroscopic behavior of the porous material is obtained. The impact of porosity 
is quantified by the reduction of Young‘s modulus and yield limit. For the expe-
rimental validation of the simulations uniaxial tensile tests were conducted in a 
deformation dilatometer, concerning the elastic and elastoplastic properties of 
porous and non-porous specimens. The damage-mechanisms are investigated 
on broken specimens by micrographs and SEM-analysis near the fracture sur-
face to implement them in the model in a later step. The tensile tests are con-
ducted at room temperature and 900 °C. The volume-fraction of the porosity 
of the specimen is obtained previously by computer tomography. The aim is to 
identify adequate parameters for the description of the mechanical behavior of 
the porous area in a suffcient accuracy, that can be obtained by non-destructive 
analysis in a way as simple as possible.
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Preliminary developments of 3D dislocation dynamics 
modelling adapted to 16MND5 ferritic steel in 

connection with TEM observations
Christian Robertson 1, J. Chaussidon 2, K. Obrtlik 3, M. Fivel 2, D. Rodney 2

1CEA-Saclay, SRMA, Building-455, 91191 Gif-sur-Yvette, France
2GPM2, CNRS/INPG, BP 46, 101 Rue de la Physique, 38 402 St Martin d‘Hères, France

3IPM, Academy of Sciences, Zizkova 22, 616 62 Brno, Czech Republic

This work is a part of a broader, multi-scale modeling project, dealing with the 
prediction of 16MND5 ferritic steel toughness. The results presented hereafter 
are regarded as a first step towards the development of 3D dislocation dynamics 
models (DD), used to provide a detailed description of the sub-grain plasticity in 
16MND5 grains. Generally, brittle fracture in ferritic (bcc) metals has a cleavage 
character and all the established cleavage mechanisms involve dislocation-ba-
sed, crystal plasticity. Therefore, it is believed that comprehensive toughness 
prediction models could be established, provided they account for the scale of 
dislocation dynamics modelling. In the past, dislocation structures developing 
in uni-axial tension were examined extensively, both in single and poly-crystals. 
In 16MND5 steel however, the corresponding experimental data is missing. Sin-
ce this material is made of very thin laths (typically, 1 µm); a significant effect of 
the internal interfaces on the dislocation arrangements is to be expected.

Here, TEM observations in 16MND5 tensile specimens after deformation at 4 
different temperatures and 2 plastic strain levels are described in details. The 
presented data includes all the information needed to run three dimensional 
DD simulations adapted to this material, i.e. the lath boundary orientations, the 
dislocation sources (types, position, length, density), the lath deformation me-
chanism, etc. In the future, the typical TEM observed deformation structures 
would also be compared to the numerically generated structures, for final mo-
del validation. One important prior step is the determination of the individual 
screw dislocation mobility and cross-slip characteristics, for different applied 
stress and temperature. This information is obtained using molecular dynamic 
simulations (MD), at the atomic scale. The MD results are consistent with a ther-
mal activation scheme, accounting for the twinning/anti-twinning dislocation 
core symmetries effect on the cross-slip plane selection.
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Nonlinear Dynamic FE Analysis of an Artificial Bird

Striking an Aero-engine Fan Blade 
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School of Mechanical and Aerospace Engineering, Nanyang Technological  

University, Singapore 639798. Tel (+65) 67904072; E-mail: rhmao@ntu.edu.sg

ABSTRACT 

In the present investigation, explicit 3-D finite element analysis is carried out using the 

commercial code LS-DYNA to study the nonlinear transient response of a 4-lb artificial bird 

striking an engine fan blade. Both the bird and the blade are simulated using Lagrangian 

formulations. The homogenized fluidic constitutive formulation of the bird followed the 

Brockman hydrodynamic model, which was found to be the most appropriate through the 

validation test. The blade, on the other hand, was modeled as a viscoplastic material of the 

Perzyna type. In addition, an 8-lb bird strike case was examined to address the lack of heavy bird 

strike data. 

Nomenclature (in SI units) 

D   = Diameter of Bird (m);  t            = Time (s); 
F             = Impact Force (N); 

T            = Normalized Time, T ;LUt /0L  = Length of Bird, L=2D, (m); 

0U          = Initial Velocity of Bird, U =225m/s; 
0m   = Total Mass of Bird, 

0

3

12

5
Dm , (kg); 

; 0 = Mass Density of Bird; Initial Mass   

                  Density of Bird, 0 =943kg/m3;

          = Mass Density Changing Ratio of Bird,  

P   = Pressure, 

2

4
D

F
P

 (Pa); 

                  1
0

.

1. Introduction 

Pad = Normalized Pressure, 
2

00
2

1
U

P
P

ad
;

Aircrafts of all types have been subject to bird strike ever since they began to co-sharing the 

skies at the beginning of the last century. Worldwide, it is conservatively estimated that 

collisions between aircraft and birds cost the aviation industry over US$1.2 billion each year
[1]

.

With the advent of explicit finite element codes in the late 1980’s, numerical simulations have 

since been widely used to evaluate the impact capability of different aircraft components, among 

which the most vulnerable is the engine fan system. At present, however, the prevailing ingestion 

standard is limited to 4-lb birds, and this unfortunately excludes many species of large flocking 

birds, such as Canadian geese and white pelicans. By using explicit 3-D finite element analysis, 

the present study firstly investigates the problem of a pre-calibrated 4-lb artificial bird impacting 

a typical flexible aero-engine fan blade. Following this, a heavier 8-lb bird impacting the same 

blade model will be examined. 

2. Finite Element Modeling 

At high speeds (>200m/s), the nonuniformity and inhomogeneity of the bird tissue becomes 

negligible. The bird can be considered as a homogeneous jet of fluid impinging on the structure
[2]

,

with a polynomial fitted pressure 

1
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3

3

2

210 CCCCP .                                            (1) 

The Brockman hydrodynamic model is used here, and the modules are taken as C0=0,

C1=2323MPa, C2=5026MPa and C3=15180MPa
[3]

. In addition, eight-node solid elements (solid 

164) are employed for the bird model. The bird is modeled as a hemispherical-ended cylinder 

with an aspect ratio of 2:1 and mass density of 943kg/m
3
. The diameters (D) for the 4-lb and 8-lb 

birds are respectively 0.1138m and 0.1434m. Details of the calibration for the bird modeling can 

be found in Meguid et al.
[4]

. Due to the high strain rates associated with this problem, the 

selected constitutive law for the Titanium alloy Ti-6Al-4V is of the visco-plastic type 

))(1()(),(

1

P

P

effP

effy

P

eff

P

effy

C
                                (2) 

where is the effective plastic strain rate, C and P are strain rate parameters which are 

experimentally determined, and  is the initial quasi-static yield stress. Shell-163 element 

in LS-DYNA was used to simulate the blade with 31 nodes in the axial direction and 61 nodes in 

the radial direction.

P

eff

)( P

effy

3. Results and Discussion 

The time-histories of the 4-lb and 8-lb artificial birds striking a typical aero-engine fan blade are 

shown in Figs. 1(a)~(d) and 2(a)~(d), respectively. The fluid-like behavior of the bird is clearly 

observed. Figures 1(e) and 2(e) are the deformed blade at their respective normalized time when 

following the impact event, i.e., the impact force drops to zero. As expected, the blade 

deformation for the case of 8-lb bird is significantly higher compared to the case of the 4-lb bird, 

with respective maximum plastic strains of 0.055 and 0.090. 

(a) T = 0 (b) T = 0.50 (c) T = 1 (d) T = 1.34 

Figure 1. 4-lb bird striking a flexible fan blade. 

(e) T = 1.34 

(a) T = 0 (b) T = 0.50 (c) T = 1 (d) T = 1.33 

Figure 2. 8-lb bird striking a flexible fan blade. 

(e) T = 1.33 

2
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The normalized impact forces in the X, Y and Z directions for a 4-lb bird are shown in Fig. 3 in 

the left. It is clear that the impact forces in the X and Y directions are much lower than the 

impact force in the Z direction, as the bird’s initial velocity is in the Z direction. The impact 

forces in the Z direction for both 4-lb and 8-lb birds are shown in the right of Fig. 3. The 

maximum impact force is found to be about 360kN for the case of the 4-lb bird; and it is 

increased to about 520kN for the 8-lb bird. 

Figure 3. Impact Force Variations for the Bird-Blade Strike. 
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4. Conclusion 

The engine fan blades are expected to withstand powerful impact from birds, and whose fracture 

may lead to catastrophic outcomes due to containment failure or loss of thrust and power supply 

to the aircraft. While aircraft manufacturers undertake ample in-house testing prior to 

certification, it can be a very costly affair, and it is thus highly desirable to have predictive 

numerical models to assess the bird impact resistance of various aircraft components. The 

Lagrangian bird-blade formulation, if accurately modeled, is appropriate for the simulation of 

bird strike on a fan blade. In this work, 4-lb and 8-lb birds were considered, and it was found that 

the 8-lb bird exerts a maximum force which is 1.44 times that of the 4-lb bird. In addition, the 

maximum plastic strain of the blade was found to be 64% higher for the larger bird impact case. 
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Constitutive Modelling Based on Physical Mechanisms
Franz Roters

Max-Planck-Institut für Eisenforschung, Max-Planck-Str. 1, 40237 Düsseldorf, Germany

The constitutive equations describe the development of the material behaviour 
during a deformation process. If complex boundary conditions have to be con-
sidered the Finite Element Method (FEM) has become the standard method for 
the simulation of forming processes. However, the constitutive models used wi-
thin the FEM framework are usually rather simple empirical ones. In recent years 
the Crystal Plasticity FEM (CPFEM) was developed to better account for the an-
isotropic forming behaviour of crystalline materials. The CPFEM introduces the 
crystallographic slip systems into the simulation framework by reducing the de-
grees of freedom for the plastic deformation to shear on those slip systems. This 
implies that the constitutive equations now apply to the individual slip systems, 
but again rather simple power law formulations are used in the classic CPFEM. 
By comparison with experiments it is shown that these simple constitutive de-
scriptions are not sufficient to correctly describe the local deformation behavi-
our for strongly inhomogeneous deformation conditions, e.g. nanoindentation 
of single crystals or simple shear of bicrystals. In these cases more sophisticated 
constitutive models are needed. Such models should be built on the physical 
mechanisms connected with dislocation dynamics and take into account additi-
onal microstructural features such as strain gradients and grain boundaries. One 
such model is introduced and it is demonstrated how the prediction of the local 
deformation behaviour is improved for the experiments mentioned before.
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ABSTRACT
For the purpose of obtaining the atomistic information of materials interface deforming un-
der macroscopically-defined external loading, a combination method of molecular dynamics
(MD) and particle methods with coarse grain nature is developed. The particle methods used
here are smoothed particle hydrodynamics (SPH) and dissipative particle dynamics (DPD). The
model of nano-sized aluminum crystal containing coincidence site lattice (CSL) low-Sigma
grain boundary (GB) is constructed and numerical tests are performed. The combined method
succeeds in appearance of GB migration caused by tangential shear. Results of stress and dis-
placement agree well with those obtained by pure MD simulations. It is found that interference
for deformation by MD-SPH transition is negligible. Then, discussion is performed on the pos-
sibility of DPD which is furnished with intermediate nature between MD and SPH.

1. Introduction

Mechanical behavior of materials interface (bi-material interface, grain boundary, or phase
boundary) is important for development of advanced materials. Materials interfaces are usu-
ally characterized as micro- or nano-structures, whereas characteristic behavior occurs by the
effect of external (i.e. macroscopic) loading or constraint. Thus, atomistic simulation offers
much insight concerning the structure of material interface, but evaluating its mechanical re-
sponse under the external effects is of the same importance. The better approach is that both
microscopic and macroscopic dynamics are solved concurrently. Bridging space scale (as well
as time scale) in problems of materials science and engineering are paid much attention re-
cently. There are several approaches in which multiple computational methods are unified into
one theoretical framework[1], such as coarse-grained molecular dynamics(CGMD)[2], FE-MD,
QC-MD, or TB-MD approach. In our study, the focused methods are molecular dynamics, dissi-
pative particle dynamics (DPD), and smoothed particle hydrodynamics(SPH). One point is that,
since they are all based on mechanics of particle substance (sometimes it is atom, otherwise it
is massive continuum body), strong affinity between these methods is expected.
In this paper, first, aluminum grain boundary (GB) model is constructed on a MD-SPH

framework. It is shown that shear loading of GB in the MD region can be carried out with
adequate transmission of force or displacement through the SPH particles. Furthermore, we
discuss the possibility of constructingMD-DPD-SPH framework, where DPDworks as buffered
methodology between purely microscopic MD and macroscopic SPH.

2. Methods

2.1 Combined method between MD and SPH by force bridging

Although space scale is usually different in MD and SPH methods [3], SPH can be scaled down
to atomistic region so as to match atomic configuration treated in MD. We use a force bridging
method, the framework of which is introduced by Liu et al. as one of possibilities for combining
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multiple computational methods [4][5]. The system contains MD atoms and SPH particles at
the same time. Equations of motions between particles and atoms are:

(for MD atoms)

dvα
i

dt = − 1

mi

Nmd1∑

j=1

∂φ(rij)

∂rij

rα
ij

rij
+

Nsph2∑

j=1

mj

⎛
⎝σαβ

i

ρ2
i

+
σαβ

j

ρ2
j

− Πij

⎞
⎠ ∂Wij

∂rβ
i

, (1)

(for SPH particles)

dvα
i

dt
=

Nsph1∑

j=1

mj

⎛
⎝σαβ

i

ρ2
i

+
σαβ

j

ρ2
j

− Πij

⎞
⎠ ∂Wij

∂rβ
i

+
Nmd2∑

j=1

mj

⎛
⎝σαβ

i

ρ2
i

+
σαβ

j

ρ2
j

− Πij

⎞
⎠ ∂Wij

∂rβ
i

, (2)

where vα
i is velocity (superscripts, α, β, indicate components hereafter), t is time, rα

i is position,
rij , r

α
ij are interparticle(interatomic) distance and vector, φ(rij) is interatomic potential function,

mi is mass, ρi is density, and σαβ
i is stress tensor [6]. SPH method requires Πij and Wij ≡

W (rij), which denote artificial viscosity and kernel function respectively. Nmd1,Nsph2mean the
number of atoms or particles which are interacted by an atom i, whereasNsph1 andNmd2 do the
number of particles and atoms which are interacted by a SPH particle i. For instance, if an atom
is surrounded solely by atoms,Nsph2 comes to zero. Second term in each equations means atom-
particle interaction, which is constructed so as to fulfill action-reaction principle in pairwise
manner. We have confirmed that this cross term should be derived from SPH interaction for
solid materials because of structural stability [5].

2.2 Computation model and calculation condition

Interatomic potential for MD region is pairwise Lennard-Jones(LJ) type as:

φ(r) = 4e

{(
s

r

)12

−

(
s

r

)6
}

. (3)

Potential parameters, s, e, shown in Tab.1 are fitted to experimental data of aluminum crystal.
In SPH framework, Young’s modulus and Poisson’s ratio derived from this LJ potential (which
are largely deviated from experimental values) are used and the mechanical response is solved
assuming linear isotropic elastic medium. The SPH kernel function used here is conventional
cubic spline type.
Computational model is shown in Fig.1. On y = 0, there is a grain boundary(GB) plane

(Σ = 5 tilt) and periodic boundary condition is applied in x and z directions. MD region in-
cludes the GB in the center and is interposed by two SPH regions. Initially, SPH particles are
arranged in the same lattice as aluminum atoms aligned in f.c.c. structure. This is not necessary,
but can avoid undesirable mismatch arising in coexistence with MD crystal. After sufficient re-
laxation of structure, external shear is imposed on the system by moving±y-terminated regions
with constant velocity. Calculation conditions are shown in Tab.1.

3. Results & Discussions

Fig.2 shows the energy change of each regions in equilibrating period. Although in early stage
there is large change in energy, fluctuation becomes smaller at the end of equilibrating. It is
supposed that a stable structure comprising of particles and atoms is obtained.
The Σ = 5 GB shows diffusive (including rotational) atomic motions caused by tangen-

tial shear. Consequently, GB migration perpendicular to GB plane occurs as shown in Fig.3.
Regional shear stress is shown in the figure. No strong mismatch in MD-SPH transition re-
gion is observed, for both particle arrangement and shear stress. It is found that transmission of
force and displacement between MD and SPH regions is carried out appropriately in the present
framework.
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Figure 1: Computation model with grain
boundary (MD-SPH combined model).
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Table 1. Details of calculation model and conditions.
Properties unit value
SPH particles number 11920
MD atoms number 3960
Particles with constraint number 800
Cell size (x) nm 5.123
Cell size (y) nm 25.61
Cell size (z) nm 2.025
Shear strain rate 1/s 1.734×109

Periodic conditions on x and z
Numerical integration Gear’s method
Time increment fs 2.0
Temperature control no

Properties unit value
MD potential parameters

s nm 0.2608
e/kB K 4948.0
Cutoff length nm 0.6350

SPH parameters
Kernel length h nm 0.2480
Kernel type cubic spline
Initial density kg/m3 2.7×103

Young’s modulus GPa 335.2
Poisson’s ratio 0.3605
(kB : Boltzmann constant)

4. Implementation of DPD

The difficulty in performing dissipative particle dynamics (DPD) [7][8] in atomic scale is that
there is no obvious information for DPD parameters in the methodology itself. The general
expression of DPD is :

dvα
i

dt
=

1

mi

∑

j �=i

(F C,α
ij + F D,α

ij + F R,α
ij ), (4)

where first, second, and third terms inside parenthesis are conservative force, dissipative force,
and random force, respectively. Dissipative term provides particles with mesoscopic viscous
nature, and random force leads to thermal fluctuation in finite temperature. A very simple model
proposed here is that the conservative force is derived from MD potential (e.g. Eqn.3) by doing
F C,α = −∂φ/∂rα. This procedure corresponds to force bridging of MD-SPH combination
(Eqn.2). Fig.4 shows the evolving particle configuration of Σ = 5 GB obtained by solving this
DPD equations. Cell-size, total number of particles, and strain rate are identical with Tab.1. It
is found that the initial crystalline structure can be kept even in shear loading and GB migration
is also produced.
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ABSTRACT 
 
 

Fundamental connections between the microstructure and flow properties of a ductile alloy, 
and its damage have been established. First the competition between an intergranular and/or 
transgranular mode of fracture is investigated in a heterogeneous representation of the 
material; next its resistance to the propagation of a pre-existing crack under small-scale 
yielding conditions is studied. The constitutive description used is an extension of the Gurson 
model, accounting for void shape effects, void rotation and hardening, including a generalized 
internal necking condition leading to the loss of the stress carrying capacity. 
 
 
1. Introduction 
 
In 7000 Al alloys, the microstructure consists of a precipitation-hardened state within the 
grain, and a precipitate free zone along the gain boundary with large second phase inclusions. 
Ductile fracture occurs both inside the grains and inside the soft zones along the GB through 
the nucleation of ellipsoidal voids by precipitate/inclusion cracking or decohesion, their 
growth and subsequent coalescence. So the same constitutive model is used to simulate 
damage in both zones, only accounting for the differences in flow properties and 
microstructural features.  
 
 
2. Numerical Model 
 
 

1.1 Void Growth 
 

Pardoen and Hutchinson [1] have developed a Gurson-type void growth model [2] that 
describes the plastic flow in a continuous porous medium. The model extends the contribution 
of Gologanu-Leblond-Devaux for the void shape [3] to strain hardening. It is a full 
constitutive model for a porous elastic-plastic material containing spheroidal voids. In 
addition, the effect of void rotation due to shear stresses appearing in heterogeneous 
microstructures is introduced. Due to that, the model contains now ten state variables: the six 
components of the mesoscopic stress tensor , the porosity f; the void aspect ratio defined by 
S=ln(W) where W=Ry/Rr, the void principal axis np, and the average yield stress of the matrix 

Σ
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material σM. The principal axis rotation law is defined thanks to developments made by 
Kailasam and Ponte Castañeda [4] based on a rigorous homogenization technique [5]. 
 
To validate the model for void rotation, its predictions for a pure shear test under plane strain 
have been compared to 3D unit-cell calculations performed in the finite element commercial 
code Abaqus. As depicted in Fig. 1, the model is able to capture the fact that the void rotation 
direction depends on its shape. Indeed, the initially prolate void (W0=3) rotates clockwise as 
shear increases, while the oblate void (W0=1/3) rotates anti-clockwise. In the case of spherical 
voids (W0=1), both cell calculation and model confirm that the void starts elongating in the 
direction of maximum stretching, and corresponds from then to a prolate case. 

(a)

(c)

(b)

e1 
e3 

e2 
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-0.8

-0.4

0

0.4

0 0.2 0.4 0.6 0.8 1

Unit Cell : W0=1
Model : W0=1
Unit Cell : W0=3
Model : W0=3
Unit Cell : W0=1/3
Model : W0=1/3

ε
12  

 
Figure 1. Pure shear test ( 012 ≠= )γε  in plane strain ( )033 =ε . Comparison between the 
model and the unit-cell results for: E/σ0=100, ν=0.3, n=0.1, f0=10-2, λ0=1; and cuts of the 
deformed 3D unit-cell mesh for (a) W0=3, (b) W0=1/3, (c) W0=1. 
 
 

1.2 Void Coalescence 
 
The coalescence model directly addresses the mechanism of tensile plastic localization in the 
ligaments between neighbouring voids, leading to a uniaxial mode of straining. The criterion 
for the onset of coalescence is based on Thomason's work [6]. According to this criterion, 
coalescence occurs when the maximum principal stress σn reaches a critical value required to 
initiate the localized internal necking of the intervoid matrix material perpendicular to it. Due 
to the anisotropy of the present model, this criterion is checked in every direction 

[ ]2/,2/ ππδ −∈ . 
 
Once the criterion is met (for δ=δc), further straining develops uniaxially in the perpendicular 
direction to necking with a linear decrease of the normal stress with increasing normal plastic 
strain, which is consistent with FE void cell calculation results. Finite element void cell 
calculations are used to tabulate the unloading slopes as a function of the stress triaxiality, the 
void shape and the relative position of neighbouring voids (e.g. [1]). 
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3. Competition Between Intergranular and Transgranular Fracture 
 
Cracks propagate preferentially along the GB or through the grains depending on the loading 
configuration, on the state of hardening and on other microstructural features. We analyze an 
infinitely large polycrystalline aggregate consisting of hexagonal grains, from which a unit 
cell can be identified (see Fig. 2(a)). The material is subjected to biaxial loading, with the 
stress ratio, Σ11 /Σ22, remaining constant.  
 
The deformation of the two material parts is described by the constitutive model presented in 
section 2. The microstructural and micromechanical parameters of the model for typical 7000 
aluminium alloys [7] are given in Fig. 2(b). The PFZ is markedly softer than the grain 
interior, but presenting an enhanced work hardening rate [8]. The PFZ yield stress, specified 
through the ratio σ0g/σ0p, will take distinct values. Results are presented in Fig. 2(c) in terms 
of a failure map, i.e. showing the failure mode transition locus in the stress loading Σ11 /Σ22 
ratio versus relative spacing Lp0/Dp0 space. 
 
First the failure map shows that, whatever the flow properties and microstructure, the 
transgranular failure mechanism is favoured by a low global stress loading as it allows the 
increase of the stress in the grain without too much void growth within the PFZ. Furthermore, 
the intergranular mode of fracture is favoured by a high yield stress in the interior of the 
grains, and a low spacing between second phase inclusions along the PFZ. 
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Figure 2. (a) Description of the idealized microstructure and the relative void spacing in the 
PFZ. (b) Parameters of the model. (c) Effect of the yield stress ratio on the failure mode in a 
stress loading versus relative particle spacing map 
 
 
4. Crack Growth Resistance 
 
In the context of material science, the J integral at cracking initiation, JIc, is usually taken as 
the relevant parameter for characterizing the toughness of ductile alloys. If J can be measured 
as a function of the crack extension, it gives the so-called ‘J-R curve’ of the material. To get 
it, a small-scale yielding formulation is invoked. The propagation of a macroscopic crack in 
an infinite elastic-plastic medium loaded remotely by a mode I plane strain elastic crack tip 
field is simulated (see Fig. 3(a)). The regular mesh designed in the region in front of the crack 
tip is modelled with the ductile damage model, while the rest is modelled using J2 flow theory 

d 

h 
Lpx 

Lgx Dgx 

Lgy 

Dgy 

Dgy 
Dgx (b) 

(c)

Microstructural effects on the mechanics of materials

524



(see Fig. 3(b)). Fig. 3(c) presents computed J-R curves for two initial porosities: f0 =1.71 10-3 
and f0 =3.49 10-3, and for three initial void shapes: W0 = 1/3, 1, 3. 
 
As expected JIc decreases with increasing f0. The tearing modulus defined as 

asmallRR aJT
 

/ Δ∂∂= decreases with increasing f0. Only a small additional void growth is required 
to fail the following ligaments. Numerically, this means that higher f0 require smaller process 
zone to keep the plastic region confined before steady-state crack propagation occurs. The 
effect of the initial void shape is in accord with intuition. At a given porosity, prolate voids 
imply a larger intervoid ligament into the fracture plane than oblate shapes. Prolate shapes 
increase thus JIc/σ0X0 while oblate shapes reduce it relative to spherical voids at the same 
volume fraction. If this is really clear at initiation, the difference tones down with propagation 
between W0=3 and W0=1, while it is maintained with W0=1/3. This can be explained by 
considering the void shape evolution for the three cases, but this will not be done here.  
 
The results of Fig. 3 can be used to guide understanding of, as well as to predict the variation 
of, the fracture toughness as a function of the loading direction for rolled plates with 
preferential orientation of the second phase. 
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Figure 3. (a) Description of the small scale yielding formulation; (b) zoom of the FE mesh in 
the near crack tip region; and (c) crack extension curves for σ0 /E = 0.003, n = 0.1, and λ0= 1.  
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ABSTRACT 
 
 

Molecular dynamics simulations have been performed to investigate the interaction between a 
screw dislocation and a coherent, bcc Cu precipitate in bcc Fe. The results indicate that for Cu 
precipitates of diameter larger than 1.8 nm, the stress field of a screw dislocation assists the 
martensitic transformation of the Cu precipitate, thereby increasing the precipitate resistance 
to dislocation motion and a shear bypass interaction. The transformed, close-packed 
precipitate consists of mixed hcp and fcc stacking and is nucleated from within the 
precipitate. The observed martensitic transformation mechanism is in agreement with the 
Nishiyama-Kajiwara model. 
 
 
1. Introduction 
 
Fe-Cu alloys offer an ideal alloy system to study precipitation hardening due to the very low 
solubility of Cu in Fe at low temperatures. Therefore, a large number of experimental studies 
have been devoted to these alloys. Cu precipitates were known to undergo the transformation 
sequence of bcc→9R→3R→ fcc, with increasing size during thermal aging [1]. The 9R 
structure is close-packed, with a stacking sequence of ABCBCACAB, which can also be 
thought of as a heavily (stacking-) faulted fcc structure or, alternately as a mixed structure 
where hexagonal close-packed (hcp) and fcc stacking repeats with a ratio of 2:1. The 3R 
structure can be regarded as a distorted fcc structure. In addition to experimental 
investigations, the structural evolution of bcc Cu precipitates in Fe has been studied by theory 
and modeling, including atomistic simulations. However, the detailed atomistic mechanism 
for this transformation is not fully known. 
 
In this work, we present large-scale MD simulations of the interaction between a screw 
dislocation and a bcc Cu precipitate in Fe. These results elucidate the different interaction and 
detachment mechanism of the screw dislocation from coherent precipitates compared to an 
edge dislocation, and demonstrates that the stress field of the screw dislocation influences a 
structural transformation of the precipitate. 
 
2. Simulation methods 
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The MD simulations use a modified version of the MDCASK code [2] with the Finnis-
Sinclair potentials fit by Ackland et al. [3] to describe the atomic interactions of Fe-Fe, Cu-Cu 
and Fe-Cu. The simulation cell consists of a bcc Fe cell, bounded by {112}, {111} and {110} 
faces in X, Y and Z directions, respectively. The cell dimensions are approximately 14 x 25 x 
28 nm (X, Y and Z directions) and contain 840,000 atoms. A coherent bcc Cu precipitate, with 
diameter 2.5 nm, is placed at the center of the cell about 6 nm away from the screw 
dislocation, which is introduced based on the continuum elastic displacement field. 
 
Before applying a shear stress, the cell is equilibrated for 50 ps at 10 K. A constant shear 
stress of 1,000 MPa is applied by superimposing a constant (equal and opposite) force in the 
[111] direction on the atoms in the outermost )211(  and )2(11  surfaces. 
 
 
3. Results and discussion 
 
Figure 1 presents snapshots in time from an MD simulation of the interaction between a screw 
dislocation and a 2.5 nm diameter Cu precipitate with an applied  shear stress of 1,000 MPa 
(left side), and the corresponding atomic configurations of the precipitate (right side). After 
applying the shear stress, the screw dislocation glides toward the precipitate on the )211(  
plane by kink pair nucleation and propagation along the dislocation line (Fig. 1a). Fig. 1b 
shows the configuration at 27 ps after applying the shear stress, when the screw dislocation 
begins to intersect and slightly penetrate the precipitate. However, the screw dislocation is 
unable to glide further within the precipitate and remains pinned. The dislocation line outside 
the precipitate continues to glide forward and loops around the precipitate until reaching a 
critical bowing angle of nearly 0 degrees (Fig. 1c). As the dipole segments of the dislocation 
surrounding the precipitate strongly interact and annihilate on the departure (left) side of the 
precipitate, the screw dislocation is able to detach from the precipitate, leaving an Orowan 
loop (Fig. 1d). For comparison, an MD simulation of the interaction between an edge 
dislocation and a 2.5 nm diameter bcc Cu precipitate reveals little resistance of the precipitate 
to the dislocation bypass by the anticipated shear mechanism. Thus the precipitate resistance 
to the motion of a screw versus an edge dislocation is significantly stronger and responsible 
for the different interaction and detachment mechanism, i.e. Orowan looping for the screw 
dislocation and shear for the edge dislocation. 
 
As the screw dislocation approaches the 2.5 nm diameter precipitate, a significant fraction of 
Cu atoms within the precipitate transform from the original bcc structure. The majority of the 
transformed Cu atoms have an hcp structure, some Cu atoms in a single )011(  layer 
transform into an fcc structure, as shown in Fig. 1b. The transformation appears martensitic 
(or displacive) in nature, because no vacancies are observed inside the precipitate or at the 
interface and the simulation temperature (10K) is too low to stimulate thermally-activated 
processes. As the dislocation loops around the precipitate and detaches, many of the 
transformed Cu atoms revert back to the original structure (Fig. 1c). Then, as the dislocation 
subsequently continues to glide beyond the precipitate, nearly all of the transformed Cu atoms 
return to the original structure (Fig. 1d), even as the Orowan glide loop remains. In the case of 
an edge dislocation interaction with a 2.5 nm diameter Cu precipitate, only a very small 
fraction of Cu atoms exhibit a similar transformation behavior before the edge dislocation 
intersects the precipitate. Therefore, it is assumed that the difference in the bypass mechanism 
observed for the screw and edge dislocation interaction with a 2.5 nm diameter Cu precipitate 
is associated with the internal structural transformation. 
 
 

Microstructural effects on the mechanics of materials

527



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Snapshots in time from the MD simulation of the interaction between a screw 
dislocation and a 2.5 nm diameter bcc Cu precipitate at 10 K with an applied shear stress of 
1,000 MPa at (a) 12, (b) 27, (c) 53, and (d) 60 ps. The gray balls represent atoms in the screw 
dislocation core, while the yellow, red, and green balls represent Cu atoms in the bcc, fcc and 
hcp structures, respectively. 
 
The structure and displacement of Cu atoms in the 2.5 nm precipitate shows that the 
transformation occurs by the shear of )011(  planes of Cu atoms in the ]011[  direction (Fig. 
2). Thus the )011(  bcc planes become the close-packed planes of the transformed phase, 
which realizes the Kurdjumov-Sachs orientation relationship between the transformed and 
untransformed regions of the precipitate (and matrix). This transformation mechanism agrees 
with that first proposed by Nishiyama and Kajiwara [4] in order to explain the martentistic 
transformation in a Cu-Al alloy. 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
Figure 2. Atomic displacement of Cu atoms within the 2.5 nm diameter precipitate during the 
transformation at 22 ps after applying a 1000 MPa shear stress to move the screw dislocation. 
The yellow and green balls represent the Cu atoms in bcc and hcp structures, respectively. 
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5. Conclusions 
 
The stress field of a screw dislocation assists the reversible transformation of bcc Cu 
precipitates of 2.5 nm diameter into a close-packed, but incoherent structure in bcc Fe. The 
transformation mechanism nucleates within the precipitate and is martensitic in nature. The 
precipitate resistance to screw dislocation glide is significantly larger for transformed 
precipitates, resulting in screw dislocation bypass by Orowan looping around the precipitate. 
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ABSTRACT 
 
 

In the given work the new treatment of the plasticity theory of micro deformation with the 
purpose of introduction of micro particle sizes is offered. The micro volume is defined by the 
grain, its yield locus is set by Hall-Petch relationship, and distribution of grain sizes in a 
sample is set statistically. Such approach allows using physical data on distribution of grain 
sizes for definition of universal functions of a material.  
 
 
1. Introduction 
 
Recently the big interest to theories of plastic deformation of polycrystals is shown. The 
analysis of the results received in this direction allows to draw the conclusion that the micro 
structural approach is the most perspective. Slip theories like theory of Batdorf and 
Budiansky, physical theories of Lin type and structural models of type of Masing model 
concern to such approach. 
In due time Novozhilov and Kadashevich [1] had been offered the theory of plasticity 
considering micro stresses which also concerns to micro structural theory. In this theory 
heterogeneity of representative macro volume was considered; thus it was supposed, that the 
micro particles making macro volume, are homogeneous and differ in local yield loci 

. Distinctive feature of the theory was that incompatibility of plastic deformation 
of micro particles is considered by means of so-called internal micro stresses. The statistics of 
distribution of yield loci of micro particles in representative macro volume was initially set.  

, 1..kτ k = K

Further this direction was developed by Novozhilov, Kadashevich and Chernyakov [2, 3]. In 
this variant of the theory which received the name of the theory of micro deformations, micro 
particles were characterized as well by the certain direction of micro plastic deformation 
ˆ ,   1..m m Mμ ∈Ω = .The distribution of possible directions of micro plastic deformation is 

defined by structural features of material. It helped to establish deep connection of the micro 
deformations theory with slip theories and physical theories of plasticity. The fact that by 
means of linear relationship at micro level it was possible to describe such complex nonlinear 
effects at macro level, as modification of yield surface and plastic deformation at complex 
loading, including cyclic, was demonstrated in the variant of the theory, in which the local 
yield loci were equal. 
The certain lack of micro structural theories is their high degree of phenomenologicalness. 
Though it is declared the physicalness of basic relationships at the formulation of similar sort 
of theories, but actually all constants of material or universal functions demand definition 
from base experiments. 
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2. New variant of theory of micro deformations 
 
In the given work attempt to give greater physicalness of the theory is undertaken. The new 
treatment of the theory with the purpose of introduction of the geometrical sizes of micro 
particles is offered. In the further only originally isotropic materials is accepted and as 
consequence all possible directions of micro plastic deformation are equivalent in Ω  and 
distribution of local yield loci  is identical to each direction kτ ˆmμ . In the further for 
numbering a particle we shall use an index ,  1.. , .n k M m n N N K M= ⋅ + = = ⋅  Constitutive 
relations here are presented for the case of small strains. 
While constructing the local law of deformation of n-th micro particle, micro strain rate tensor 

 is represented, how it is usual, in the form of the sum of elastic  and plastic  
components 
ˆnε& ênε& ˆpnε&

 
ˆ ˆ ˆn en pε ε ε n= +& & & .      (1) 

 
We accept that macro plastic deformation is obtained by averaging of micro plastic 
deformation throughout representative macro volume 
 

1

ˆ ˆ ˆ
N

p pn n
n

ε ε εν
=

= Δ ≡∑ pn .     (2) 

 

Here nνΔ   is relative volume of n-th micro particle in representative macro 

volume. Distribution of the sizes of micro particles in macro volume is defined by known 
experimental data on distribution of the sizes of grains in a material. 

1

1
N

n
n

ν
=

⎛ Δ =⎜
⎝ ⎠
∑ ⎞

⎟

n

Micro stress rate tensor  we shall present in the form of  ˆnσ&

 
ˆˆ ˆn nσ τ ρ= + && & ,      (3) 

 
meaning, as well as in [4], under tensors  and ˆnτ& ˆnρ&  dissipative and elastic component of rate 
of resistance to plastic deformations. Such representation is connected to the fact that at 
closed loop deformation a part of plastic deformation work is always reversible, that is caused 
by existence of micro elastic forces. The mechanism of occurrence of these micro elastic 
forces consists of that elastic and plastic deformations don't satisfy the condition of strain 
compatibility separately, but their sum does. From here non-uniform plastic deformation 
always is accompanied by non-uniform elastic deformation, which is associated with 
occurrence of the internal elastic forces. These forces react to plastic deformation (and in 
some cases, for example at unloading and opposite loading, on the contrary, assist it). 
Following [4], tensor of dissipate forces  is specified by the law of plastic flow ˆnτ
 

ˆ ˆn n nτ τ μ= ˆˆn pn n, μ ε /λ= & &

n

,     (4) 

 

where λ&  (
1 ˆ ˆ
2n pn pnλ ε : ε= & && ) - intensity of micro strain rate,  - particle yield locus, defined 

by Hall-Patch relationship: , where 

nτ

1/ 2 1/ 6
0 0 0n nτ Bd Bτ τ ν−= + = + ⋅ ⋅Δ nν

−
0ν  - volume of 

characteristic representative macro volume of the material, defined experimentally. We shall 
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present tensor ˆnμ  in the form of ( ) 1 ˆˆˆ 2 cos sin
3n n n nμ α ( )iϕ ϕ⎛ ⎞= +⎜ ⎟

⎝ ⎠
, where ˆnα  - directing 

deviator, - identity tensor, î 0
2n
π;ϕ ⎛∈⎜

⎝ ⎠
⎞
⎟  - particle dilatation angle. At 0nϕ =  we receive the 

theory earlier considered in [5]. Introduction 0nϕ ≠  allows receiving strain tensor with 
nonzero trace, so we obtain plastic dilatation and can apply this theory to describing low-
cycle fatigue (description of such using is outside of the topic of this paper). 
Relationships (4) are valid only for active micro plastic deformation which takes place when 
 

1 ˆ ˆ
2 n n nτ : τ τ=  and .     (5) 0nλ >&

 
It is possible to show, that such relationships lead to known condition of plasticity of 
Schleicher-Mises. 
When relationship (4) is not valid, unloading under the elastic law takes place 
 

ˆˆnσ G : ε= && %
en

%

,      (6) 
 
where G  - the fourth rank tensor (a matrix of elastic rigidity) which enters the name so 
 

1 ˆ̂
1 2 1 2

E νG I
ν ν

ii⎡ ⎤= +⎢ ⎥+ −⎣ ⎦
% % ,      (7) 

 
where E  and ν  - Young's modulus and Poisson's ratio of a particle, identical both at macro 
and at micro level, ˆ,I i%  - identity tensors of fourth and second rank accordingly. 
We shall accept internal micro stress rate tensor in the following generalized kind [5] 
 

( )
( )
( ) ( )

1 2 4 3

2 4 3

1 2 4 3

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ  and  

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ    or   

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ   and   

n pn n n n n p n n n n n n n' n n'

n n n n n p n n n n n n n' n n'

n n pn n n n n p n n n n n n n' n n

R ε R R ρ : ρ ε : μ μ R λ μ μ μ  τ τ ,

ρ R R ρ : ρ ε : μ μ R λ μ μ μ τ τ ,

R A ε R R ρ : ρ ε : μ μ R λ μ μ μ  τ τ

+ + + = =

= + + ≠ ≠

− + + + + = − =

& & &

& & &

& & &
' ,

⎧
⎪
⎪
⎨
⎪
⎪
⎩

(8) 

 
where ˆn'μ  and 'nτ  - deformation direction and yield locus of the particle deformed actively, 

1 2 3 4, , ,n n n nR R R R  - material constants. 
For establishment of connection of local laws of micro plastic and macroscopical deformation 
we shall take advantage of Crener relationship 
 

( )ˆ ˆˆ ˆn n pn pσ σ A ε ε− = −& && & ,      (9) 

 
where  - material constant. nA
From the foregoing it is possible to obtain 
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where averaging is carrying out only on those particles that are deformed actively and 

1 1 2 2 4 3 3nˆ ˆ2 , 2 2 : , 2n n n n n n n n nD R A D R A R D Rρ ρ= + = − − = ,
1

3
4

1

1 n

n

DD
D

−
⎛ ⎞

= +⎜ ⎟⎜ ⎟
⎝ ⎠

. The equations 

(1)-(10) make the closed system of constitutive relations. It is necessary to apply the 
algorithms in detail described in [4] to reception of numerical results. 
 
 
3. Conclusions 
 
Authors analyzed experimental data about structure of material and the uniaxial tension-
compression diagrams for various materials. The analysis has shown good concurrence of 
experimental data to theoretical predictions; these results in connection with limitation of 
volume of given paper are not presented. Thus, the similar approach can be widespread on 
complex loading also. In particular, we shall note, that application the tensor of general view 
as tensor of direction of micro plastic deformation allows, first, to simplify the procedure of 
numerical reception of result due to preliminary integration in tensor space of all averaged 
variables (see K ), secondly, to receive influence of the first invariant of tensor of micro 
stress on process of deformation and to describe behavior of materials, resisting differently to 
tension and compression. It can be shown, that within the limits of such model the description 
of plastic dilatation and construction of low-cycle fatigue theory is possible. 
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In the past, most materials development efforts were typically data limited, pro-
gress being paced by the generation of key experimental information. Compu-
terized data collection of experimental information as well  as computer simu-
lation techniques are shifting this limitation from a data limitation to an analysis 
limitation. It is foreseen that data will be collected in large quantities and stored 
as analysis techniques are developed that are capable of handling the volumes 
of information. For this purpose, it is necessary to

develop representation techniques that preserve, as nearly as possible, the full 
fidelity of the data collected. It is also necessary that these techniques them-
selves be automated to the degree possible, in order to keep pace with the data 
collection. To this end, we have worked with developing automated methods 
of reducing microstructural data to abstract representations, using a basis func-
tion approach in which images are represented by superposition of automati-
cally generated basis functions. The problem encountered in this approach is 
that there is a statistical dependence between the basis functions, significantly 
increasing the complexity of the representation. Classification techniques pro-
mise to reduce this statistical dependence by separating the empirical collection 
of images into classes that are morphologically similar and to develop separate 
representations within each class. Additionally, since classification techniques 
do not rely on averaging, rare events are highlighted and can be detected auto-
matically. This work reviews our efforts on using classifiers and automated basis 
function generators to develop automated representation methods of the par-
ticle coordination information in microstructures.
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ABSTRACT 
 
 
A phase field model is developed for microstructural evolution of γ/γ′ precipitates in a 
model Ni-Al-Ti ternary alloy. The objective of the study is to develop a multi-component 
phase-field model to treat γ/γ′ in a Ni-Al-Ti alloy. The model is directly linked with the 
thermo-kinetic databases for the thermodynamic and mobility data. Growth and 
coarsening kinetics of the γ′ precipitates have been investigated in both isothermal and 
non-isothermal conditions. The results of the model depicting morphological evolution of 
the two-phase region are in good agreement with experimental observations. The model 
can be extended to multi-component alloys. 
 
 

1. Introduction 
 
The development of improved alloys for the aviation industry requires significant time 
and effort. Typical changes to an existing alloy composition often require a multi-year 
program. Computer simulation methods can be used to significantly reduce the 
development cycle by predicting the behavior of the material with out a large 
experimental effort. However, the computational modeling efforts do need a 
complimentary experimental effort in order to validate the models. Some of the critical 
experiments can be used to bridge the gaps in understanding of materials behavior and 
hence results in improved models. 
 
The microstructure of a material largely determines its various mechanical properties e.g. 
yield, creep and fatigue strength. Phase field modeling (PFM) has been extensively used 
for microstructure evolution during phase transformations in Ni-based superalloys [1] by 
many researchers to date. The majority of the phase field models are constructed to 
model a binary alloy and they use a free energy functional whose chemical free energy 
component is obtained by fitting a parabolic form to the experimental data [2,3]. A more 
realistic microstructural prediction in Ni-based superalloys requires a multi-component 
model that is linked with the thermodynamic databases to capture the correct form of the 
chemical free energy. Recently, Phase field models have been developed to simulate 
multi-component alloys by linking chemical free energy component of the free energy 
functional in the phase field model to critically assessed databases [4,5,6].   
 
A similar approach has been adopted here to construct the free energy functional for the 
phase field model for Ni-Al-Ti system. This model demonstrates its capability of being a 
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unified model that is multi-component in nature, and is linked to thermo-kinetics 
databases and incorporates the strain energy effects on the microstructural evolution.  
 
 

2. Model 
 

For γ/γ′ two-phase, multicomponent system, a phase parameter (also called order 
parameter) φ(x,t) can be postulated to characterize the phase of the system. φ(x,t) is 
defined to vary continuously from 0 to 1 from γ to γ′ phase with values between 0 and 1 
at the interfacial region. In phase field description, a free energy functional F (φ, c1, 
c2…) for multi-component system is a function of order parameter and solute 
concentrations [7].  
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Where f is the free energy density, which may be written as follows 
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where γf and γ ′f are the free energy densities of γ and γ′ phases respectively. The 

interfacial region characterized by the interpolation functions h (φ) and g (φ) are defined 
as follows 
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The diffusion equations for multi-component systems [8] and phase field equation can be 
written as follows 
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The chemical mobility, kjL ′′ , is modeled as [8]: 
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The model parameters ε and ω are related to the interfacial energy and interfacial 
thickness. The free energy densities for γ and γ′ phases and mobility values have been 
extracted from TTNi TM and NIST TM databases [9]. The strain energy functional is based 
on the Khachaturyan’s theory of structural phase transformation [2]. 
 

3. Numerical Simulation 
 
Two-dimensional (simulation size ~1µm2) simulations have been carried out to 
characterize the growth and coarsening of γ′ precipitates in isothermal and non-
isothermal conditions.          
At a temperature of 1273 K, we selected the following two systems from Thermo-Calc TM 
[10]:  

(A) Al = 0.07 and Ti = 0.07,  
(B) Al = 0.078 and Ti = 0.075 mole-fraction,  

having 32 and 45 % equilibrium volume fractions of γ′ precipitates respectively. To 
ensure good statistics for studying coarsening kinetics, few thousand particles (with 
equilibrium volume fraction) were introduced into the system for microstructure 
evolution. Circular precipitates of sizes between 10-40 nm were distributed randomly in 
the starting microstructure. The system is allowed to evolve up to few hundred particles 
by solving diffusion and phase-field equations. For non-isothermal simulation a constant 
cooling rate of 1Kτ-1 was chosen for system (B) to study the effect of cooling rate on 
evolution kinetics. 
 

4. Results and Discussions 
 
The particle size distributions (PSD) for system (A) and (B) as functions of time (non-
dimensional) are shown in Fig. 1 and Fig. 2, respectively. 
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Figure 1. PSD evolution for system (A), (t* is non-dimensional time) 
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Particle size distribution ( Vf = 45%)
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Figure 2. PSD evolution for system (B), (t* is non-dimensional time) 

 
The distributions systematically shift towards the larger γ′ precipitates as the 
microstructure evolves with time, indicating the coarsening of γ′ precipitates. 
The microstructural development for the non-isothermal case is shown in Fig. 3. We can 
observe that the growth and coarsening of γ′ precipitates takes place simultaneously. The 
model captures the increasing equilibrium volume fraction of γ′ precipitates as the 
temperature decreases during the slow cooling (see Tab. 1).    
 

  

  
    
 
 
Figure 3 Simulated microstructural development for system (B) upon cooling (1Kτ-1). 
(a)-(d) correspond to the reduced times τ = 1, 5, 10 and 25. 
 
 

a b 
c D 
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Table 1  
Equilibrium volume fractions of γ′ precipitates at different temperatures for system (B) 
when applied a constant cooling rate of 1Kτ-1. 
Temperature (oC) Eq. V.f. predicted by 

 Thermo-Calc TM 
Eq. V.f. predicted by the 

model 
999 45.38 42.37 
995 45.68 43.37 
990 46.05 45.32 
975 47.11 50.59 

 
The model can be extended to simulate the microstructural development in 
multicomponent alloys by putting the free energy densities of the gamma and gamma-
prime phases in Eqn. 2 as functions of compositions of the alloying elements.   
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ABSTRACT 
 

In this paper we present the results on the Monte-Carlo simulations of the nucleation and grain 
growth in a polycrystalline matrix. A Q-state Potts model is considered for simulation. We 
have investigated a possible Hamiltonian to model preferred orientation in the grain growth by 
considering crystal orientation effect. The exponent characterising the average grain growth is 
found to be 0.4 and that characterising the typical grain growth is 0.25. Our studies indicated 
that the growth exponent is not affected for the modified Hamiltonian and therefore we 
concluded that orientational effect doesn’t influence the growth exponent. We present the 
results on the grain structure at various stages of evolution with and without considering 
orientational effects.  
 
 
1. Introduction 
 
The importance of dynamic recrystallisation (DRX) and the grain size control during hot 
working operations have stimulated a great deal of basic research [1]. Despite a considerable 
body of experimental information concerning factors influencing the DRX, the physical 
mechanisms governing the process have not been understood properly. It is precisely in this 
context, computer simulation of DRX process would prove useful. Simulations of this kind has 
earlier been carried out by various researchers [2,3]. We have initiated a computational 
programme to investigate various aspects of DRX. As a first part of the programme, we have 
studied the nucleation of grains caused by thermal fluctuations and the subsequent evolution of 
the grains in the absence of thermal fluctuations. More importantly, we have made an attempt 
towards investigating explicitly the influence of crystal orientation on the grain growth 
kinetics. 
 
 
2. Monte Carlo Simulation 
 
We consider a triangular lattice of size 40 x 40. Each site has six nearest neighbors. To each 
lattice site i, we attach a Potts spin with orientation index that can take any value between 1 and 
48. To start with, we systematically assign to each spin a random value of Q chosen 
independently and uniformly between 1 and 48. In the resulting structure there are no grains 
and thus it can be considered as the state of the initial material at infinite temperature. Then we 
quench the system to zero temperature and let it evolve as dictated by the Hamiltonian, 
 

∑
><

−=
ji

SS ji
JH

,
)1( δ                                           (1) 

 
where J is a positive definite constant; the summation runs over all nearest neighbor pairs and 

jiSSδ  is the usual Kronecker delta that takes value 1 if Si = Sj and zero otherwise. We employ 

periodic boundary conditions. The evolution is simulated as follows: We select randomly a site, 

Microstructural effects on the mechanics of materials

540

mailto:prasad@igcar.gov.in


say j, and calculate H1 considering the interaction of the spin Sj with its six nearest neighbors. 
We then reassign the value of Sj to any of the values between 1 and 48 with equal probability 
and calculate the Hamiltonian H2. If H2 < H1, we accept the new configuration. Otherwise we 
reject the new configuration and proceed. A set of N x N attempts constitute one Monte Carlo 
step. To simulate nucleation, we carry out the evolution of structure at a finite temperature. This 
is accomplished as follows: We proceed as before, except where H2 > H1, we accept the new 
configuration with a probability given by exp [- (H2 - H1) / kT ]. Figure 1 depicts the various 
stages of evolution after including kT term, with kT=0.35. We calculate the average size of the 
grain as a function of time. We also calculate the typical size [4] of the grain as  

 

Atyp(t)=exp {
N
1   ∑ ln (Ai)}.                        (2) 

 
To take into account the crystal orientation effect, we consider the Hamiltonian, 
 
      ∑
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The positive constant Jij is proportional to the grain boundary energy per unit length and 
depends on the orientation of the neighboring site lattice points. If Si = Sj. Jij = 1.00 and 
otherwise, Jij = 1.00 + ( ⎢Si –Sj⎮ /100) so that Jij assumes a value between 1.0 and 1.47 
depending upon the orientation of the neighboring lattice points. Even though the value of Jij is 
assumed to vary between any arbitrarily selected values, in this way, the misorientation 
between the grains is accounted for in the simulation. Kunaver and Kolar [4] have assumed 
three different J values in their studies for simulating anisotropic grain growth.   In contrast, in 
our study the various 
 

 
 

a) 300 MCS      b) 500 MCS  c) 1000 MCS 
 

Fig. 1. The evolution of microstructure for nucleation and grain growth with constant J. 

 

 
     a) 300 MCS       b) 500 MCS       c) 1000 MCS 

 
 Fig. 2. The evolution of microstructure for nucleation and grain growth considering 
     orientational effects. 
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values of J are assumed, to take into account the orientational effect of the neighboring grains 
on grain growth. Figure 2 depicts the grain structure at various stages of evolution, with 
orientation effects included. It is seen that the grains of neighboring orientation cluster together. 
The numbers marked inside the grains represent the orientations of the grains for easy 
visualisation. We calculate the average grain area and typical grain area as a function of time, 
for both the nucleation and grain growth simulations. All the data presented in this paper 
represent averages over at least five simulation runs. 
 
 
3. Results and Discussion 
 
The time dependence of the mean domain size, R is expressed as R m-  = Bt, where RmR0 0 is the 

mean domain size at time t = 0. When R » Ro it can be approximated as R = C tn , where the 
growth exponent, n = 1/m. For zero temperature growth kinetics with Q = 48, the growth 
exponent obtained is 0.404. This is in excellent agreement with that reported in literature [2]. 
We then consider the situation of nucleation and grain growth with constant J. Figure 3(a) 
depicts the variation of average and typical grain sizes. The growth exponents obtained are 
0.39 and 0.29 for average and typical grain areas respectively. Similarly the growth exponents 
are 0.38 and 0.28 for the simulation considering the orientational effects with J = Jij, see 
Fig. 3(b). The growth exponents of average and typical grain area are nearly equal for the grain 
growth with and without the orientational effects. This indicates that the growth kinetics are not 
affected by the orientational effects as has also been found out by Vertex model [6]. 
 
Table 1 gives the average and typical grain sizes for the simulations with and without 
orientational effect. It can be clearly seen from the exponents, the average grain area grows 
faster than the typical. This suggests a long tail in the distribution of grain size. Such long tail 
behaviour could be indicative of statistical self similarity of the grain size distribution and a 
fractal analysis would prove useful. The average as well as typical grain sizes, viz., A(t) and 
Atyp(t), are found to be larger for the simulations without considering the orientational effects. 
This can be rationalised, because while the orientational effects are considered, the probability 
for the grains with neighboring orientation is more. Such imposed condition tends to reduce the 
average and typical grain sizes, although, the kinetics of the growth are not affected. At present 
we offer no explanation for the specific value of the growth exponents of typical grain area that 
have been obtained for both the cases. 
 
 
Table 1 The average and typical grain sizes for nucleation and grain growth with and without   

considering orientational effects. 
 

with constant J with orientational effect 
MCS 

A(t) Atyp (t) A(t) Atyp (t) 
300 23.85 17.95 17.78 13.05 
400 27.12 20.10 20.83 15.07 
500 30.11 21.88 23.48 15.36 
1000 51.58 40.81 39.02 22.86 
1500 64.72 45.67 50.97 28.34 
3000 125.00 73.01 94.12 37.96 
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4. Summary and Conclusions 

In summary we have demonstrated the utility of Monte Carlo technique based on Q-state Potts 
model to simulate a variety of problems in nucleation and grain growth. These studies are being 
extended to problems associated with DRX. We have also demonstrated that the orientation 
effects can be included in the Monte Carlo simulation of nucleation and grain growth through 
the Jij term. Orientation effects do not affect the growth kinetics. The average and typical grain 
size behaviours suggest a long tail in the grain size distribution.  
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Fig. 3. The variation of average and typical grain sizes for nucleation and grain growth   
 (a) with constant J and (b) by considering the orientational effects. 
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ABSTRACT 
 

 
Engine management electronics in cars are widely supported by smart multi-channel power-
DMOS switches that drive the magnetic valves. Due to the dissipation of inductive energy 
within the power-DMOS a high thermal cycling robustness is required. The mismatch of the 
thermal expansion coefficient between silicon and metallization system results in a gradual 
plastic deformation of the metallization. Consequences are the mechanical breakdown of the 
interlayer dielectric and device failure due to resulting short circuits. The degradation 
mechanism is observed for DMOS-transistors as well as for thermomechanical test structures. 
These test structures shift the focus from the whole device to allow power cycling of the 
metallization system without consequent electromigration phenomena. With this appliance the 
influence of different stress conditions on mean life is studied. The fatigue mechanisms are 
accompanied by a change in the metallizations microstructure. This is observed by X-ray 
diffraction and shows the time-dependent recrystallization behaviour.           
 
 
1. Introduction 
 
Single-pulse destruction of devices due to one-time excess of the thermal destruction limit 
was reported in [1]. In this paper we focus on a failure mechanism occurring in devices 
exposed to a high number (>10000) of power cycles below the thermal destruction limit [2]. 
After exposure to a high number of cycles devices fail due to electrical short circuits between 
metallization lines. Analysis by SEM and FIB preparation of power-cycled devices reveals 
aluminum extruding through cracks in the top passivation layer and cracking of interlayer 
dielectrics (Fig. 1.1). 
 

 
Fig. 1.1 Cracking of passivation layer and interlayer dielectric visualized by SEM and FIB 
  

In order to exclude the influence of electromigration a special test structure suggested by 
Nguyen [3] is implemented, that allows power-cycling without subsequent electromigration 
stress. The obtained failure data is well fitted with a Weibull-distribution and provides a 
linkage between single device failure and the ensemble behavior. With the test structures 
focus is shifted from power-DMOS in operation to the behavior of the top metallization 
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system under thermomechanical stress. A further zoom into metallizations microstructure is 
achieved by FIB-preparation and X-Ray diffraction. On this way the impact of the 
thermomechanical stress on the grain structure and the texture is observed on a microscopic 
length scale and can be related to the ensemble behavior. 
 
  
2. Experimental set-up  
 
The test structure consists of a poly-silicon resistor (R ~ 17 Ω), used as heat source by 
applying a pulsed voltage. Above the heating plate a long meandering aluminum line is 
located, traversed from both sides by extrusion monitors for the detection of lateral short 
circuits (Fig. 2.2a). Vertical short circuits are monitored via the covering top metallization 
plate. As the temperature in the metallization system is of great influence, it is measured by a 
very narrow aluminum line in the center of the structure. Resistance of this conductor path at 
room temperature is ~ 900 Ω and the drift after measurement does not exceed 1%.  
Our test bench allows testing of ten devices simultaneously with pulses in the range of 
microseconds to milliseconds. With an electronic detection unit the first short circuit is 
monitored for each device and the number of cycles to failure is determined by a 
computational read-out assembly. 
The influence of the thermomechanical stress on metallizations microstructure was analyzed 
by X-ray diffraction. A change in texture depending on the number of load cycles could be 
observed and is visualized with Chi-scans and pole figures. 
 

 
Fig. 2.2a) Top view of test structure, showing the covering top metallization and a sketch 
of the underlying meander (1) with extrusion monitors (2). 
b) FIB-preparation of the initial structure, showing a side view of the poly heater and the 
overlying metallization. 
c) Temperature cycling profile obtained by resistance measurement. 

 
 
3. Results and discussion 
 
Time-to-failure data for three different temperature cycle conditions are shown in Fig. 3.3a 
and are well-fitted with a Weibull-distribution. This is applicable in the case of interlayer 
dielectric breakdown under fast thermal cycling [3].  
The momentary state of research on failure mechanisms under thermal cycling builds up on a 
model suggested by Huang [4] and was extended to power cycling by Nguyen [5]. From this 
point of view, residual shear stresses at the die surface are primal for failure initiation. 
However, the stress level is far below the fracture strength of the passivation system. 
Cracking of passivation occurs, as due to the mismatch in coefficient of thermal expansion 
with each cycle a plastic deformation of the metallization is accumulated. This reduces shear 
stresses within the metallization, but increases the stress level on passivation and interlayer 
dielectrics to a critical value. Considering this approach it is necessary to investigate 
metallizations microstructure, as the mechanical properties are basic for lifetime modeling.  
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Fig. 3.3a) Weibull-plot of time to failure data for three different temperature cycles and 
varying conductor path width. 
b) FIB cross-section of a device after ~ 1 million power cycles reveals massive void formation.

   
The influence of the thermomechanical stress on the texture of the metallization system is 
presented in Fig. 3.4. The initial (111)-fibre texture of the aluminum dissolves during 
temperature cycling, indicating a stress-induced recrystallization process. The loading time 
dependent texture formation is shown in Fig. 3.4b, where Chi-Scans are taken on a 
logarithmically scaled timescale. As the change in texture occurs at a very early point of 
lifetime it cannot be considered directly as a failure criterion. 
 

 
Fig. 3.4 Pole figures on (111)-reflection comparing initial (a) and thermomechanically 
stressed device after ~ 2·105 cycles (c).  
b) Chi-Scan on (111)-reflection after different loading time, scaled to percentage of total 
logarithmic lifetime.  
 

However this finding will be important for simulation-based fatigue life modeling of power 
cycling in the future, as mechanical properties of the metallization are strongly influenced by 
materials microstructure. 
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ABSTRACT 
 
 

Two physics based models have been developed, and then employed in tandem, to describe 
the yield behavior of a nickel-based superalloy over a wide range of heat-treatment 
conditions.  Firstly, a physics based kinetic model has been used to predict the microstructure 
of René88 as a function of post-homogenization thermal history, including cooling and 
subsequent aging conditions. The output of this kinetic model provides the vital 
microstructural input to a physics based yield strength model that is based on interaction of 
dislocations with ordered precipitates.  The predictions of the combined microstructure-
strength model are in excellent agreement with literature data, and provide guidelines for 
optimizing alloy heat-treatment and its microstructure with acceptable quench residual stress. 
 
 
1. Introduction 

 
Nickel based superalloys form an important class of materials for high-temperature 
applications in general and gas-turbines in particular.  They derive their strength from the 
presence of coherent and ordered γ ′  precipitate, having L12 type crystal structure.  The yield 
strength of these alloys is a strong function of the precipitate sizes and volume fractions, and 
these in-turn depend on the heat-treatment of the material.  Empirical approaches to relate 
heat-treatment, microstructure and strength are of little use, as these inter-relationships are 
non-monotonic, highly non-linear, and in some cases even discontinuous. The presence of 
multi-modal distribution of precipitate, almost ubiquitous in most commercial superalloys, is 
an added complication.  There is a great need for physics based models that can: 

• predict the material microstructure as a function of its heat-treatment, and 
• predict strength as a function of material microstructure 

Clearly this approach requires a quantitative understanding of the physics of the problem, as 
well as the knowledge of relevant thermo-physical data.  In the present study, we have 
developed physics based models for predicting the evolution of alloy microstructure during 
heat-treatment and the resultant yield strength.  These models have been employed to describe 
the available literature data for René88 superalloy over a vast range of heat-treatment 
conditions and microstructures [1].  This approach can be used to optimize the heat-treatment 
schedule, and hence the material microstructure, for desired levels of strength, and to 
accelerate the utilization of new alloys. 
 
Table 1: Nominal composition of René88 

 Al B C Co Cr Mo Nb Ti W Ni 
Wt % 2.1 .016 .05 13 16 4 0.7 3.7 4 Rest 
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2. Alloy Chemistry & Microstructure 

 

René88 is a powder metallurgically prepared nickel based superalloy used for turbine disk 
applications.  Nominal composition of René88 is given in Tab. 1.  Typical heat-treatment 
involves solution above the γ ′  solvus temperature, followed by cooling to room temperature 
and a subsequent aging treatment.  Mao et al [1] carried out a detailed study on the variation 
in yield strength of the René88 for different heat-treatments.  The heat-treatment conditions 
are presented in Tab. 2, and one may refer to the original work for further details.  The 
detailed microstructural data corresponding to each heat-treatment, however, are not reported.  
In the present work, we have used our microstructure prediction model to bridge this gap by 
predicting the γ ′  sizes and volume fractions for all the heat-treatments.  As the material was 
subjected to a super-solvus solution treatment, we have assumed that no primary γ ′  was 
present.  From the microstructures provided in [1], we have measured the average grain size 
to be 13 µm using the linear intercept method.   

 

 

3. Model Details 

 

3.1 Microstructure prediction model 
 
A kinetic model was developed that describes the evolution of ordered γ ′  precipitate in 
nickel-based superalloys during quenching from the solution temperature. As the temperature 
drops during quenching, the model iteratively calculates the level of supersaturation in the γ  
matrix based on the solute conservation for γ ′  formers, the precipitate nucleation rate, and the 
diffusion-driven growth rate.  At the end of each iteration, the model generates a revised 
particle size distribution based on the introduction of nucleated precipitates, precipitate 
growth, and the application of an isothermal coarsening law to pre-existing particles.  
 
Thermodynamic calculations within the kinetic model used a pseudo-binary approximation in 
which major γ ′  formers were lumped together as one component, and the remaining alloy 
elements comprised the γ  solvent. Solubility curve for the γγ ′/  pseudo-binary was computed 
using ThermoCalc™ with Ni-data and validated with of γ ′  volume fraction measured at 
temperatures close to the solvus temperature. Volumetric Gibbs free energy functions using 
ThermoCalc™ were applied to determine the excess Gibbs free energy as a function of solute 
supersaturation for use in the nucleation rate calculations.  These calculations employed 
classical nucleation formulations that address the counter play among nucleation volumetric 
free energy, surface energy, and strain energy as well as modifications to treat non-isothermal 
incubation and the volume exhaustion effect. Following nucleation, particle growth or 
dissolution was modeled by calculating the diffusive flux across the interface separating the 
supersaturated matrix and the precipitates and performing a mass balance to determine 
movement of the interface. 
 
Heat treatment process curves were discretized into short time intervals.  The computer model 
calculates matrix supersaturation, γ ′  nucleation rate, growth rate, and coarsening rate 
iteratively for each time step.  The model tracks the state of the material as a function of time.  
Further details on this model can be found elsewhere [2]. 
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3.2 Yield strength prediction model 
 
Nickel based superalloys derive their strength from multiple sources, that include: 

• base strength of the solid-solution strengthened γ  matrix , matrix�  

• barrier-to-entry of dislocations into the ordered γ ′  precipitate, dis�  

• Hall-Petch strengthening, HP�  
• lattice parameter mismatch strengthening, and 
• cross-slip induced anomalous strengthening 

Most aspects of the yield strength model being developed by us have been derived from 
existing literature, and its structure is similar to the model developed at University of 
Michigan under the DARPA funded Accelerated Insertion of Materials (AIM) initiative [3].  
A detailed description of the concepts borrowed from existing literature, and the 
modifications made, is beyond the scope of the present paper and will be published elsewhere.  
For the purpose of the present work, this model has been greatly simplified, without 
compromising on accuracy, based on the following reasons. The γγ ′− superalloys usually 
have very little misfit strengthening contribution, and René88 is reported to have the lowest 
misfit of any commercial superalloy [4].  Cross-slip induced anomalous strengthening is a 
thermally activated process with little or no contribution at room temperature.  Accordingly 
the last two strengthening contributions have been ignored in the present study.  The yield 
strength of the superalloy may then be written as: disHPmatrixYS ���� ++= .  Furthermore, the 
grain size was same for all the microstructures in the present study and only microstructural 
variables were different sizes and volume fractions of the strengthening precipitate.  
Accordingly, we may express the yield strength corresponding a given microstructure as 

disYS ��� += 0 , where 0�  is the strength of the matrix including the Hall-Petch contribution.  
The magnitude of dis�  depends on the mechanism by which dislocations overcome the 
strengthening precipitate.  This mechanism can be shearing of the γ ′  by weakly/strongly-
coupled pair of dislocations [5, 6], or the Orowan looping process [3, 5].  The equations used 
for these processes, in the present work are given below, and dis�  is determined by 
mechanism that requires the least amount stress to operate: 
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4. Results 
 
We have used the microstructure prediction model to predict the alloy microstructure for all 
the heat-treatment conditions listed in Tab 2. The model predicts a multi-modal distribution of 
precipitate with a wide range of γ ′  sizes.  Experimental data is available on the size of largest 
γ ′  as a function of cooling rate [4], and our predictions are in excellent agreement with the 
literature data. These microstructures have been used as inputs to the yield strength model, 
and the combined model predictions are presented in Figure 1.  Our model predictions are in 
excellent qualitative and quantitative agreement with the experimental data.  The material 
parameters used are: APB energy 2/300� mmJ= ; Shear modulus GPaG 66= ; T  is the line 
tension of a 45° mixed dislocation; 04.3=M is the Taylor’s factor; nmb 254.0=  is the 
Burger’s vector of ½[110] dislocation in Ni-solid solution. d  and vf  are the average 
precipitate size of a population and its effective volume fraction, while �  is the surface-to-
surface interparticle spacing.  We find that the experimental data is best represented when 
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Table 2: Heat-treatments applied to René88, subsequent to 5 min super-solvus hold at 1150°C 

Set 1: Cooled at different rates 
(27°C/min - 1083 °C/min) 

Set 2: Set 1 aged 24 hrs 
at 760°C 

Set 3: Cooled at 55°C/min and 
quenched from different 
interrupt temperatures  
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Figure 1: A comparison our combined microstructure-strength model predictions (solid-
lines) with of literature data [1] for heat-treatment conditions shown in Figure 1.  
 
 

02 =A  signifying that in the case of weak-pair coupling, the trailing dislocation lies 

completely outside the precipitate.  We find 305.01 =A  and 8.1=w  while 0�  was taken as 
300 MPa.  The strengthening contribution from different populations was added linearly.  Our 
analysis indicates that maximum strength is obtained when the precipitates are ~50nm in 
diameter.  Heat-treatments should be tailored to achieve this optimal precipitate size. 
 
 
5. Conclusions 
 
A combined microstructure-strength prediction model has been developed and applied to 
explain the literature data on René88.  The model predictions are in excellent agreement with 
experimental data over a wide range of heat-treatments and microstructures. This physics 
based approach allows us to identify the optimal microstructures for desired yield strength, 
and the heat-treatments with acceptable quench stress to get there.  
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ABSTRACT 
 
 

The research of the influence of different types antiphase boundaries in the disordering 
process was made by a computer experiment on the example of the alloy Cu3Au and 
intermetallide Ni3Al. The distributions of long and short order parameters over the planes 
parallel to conservative and non-concervative antiphase boundaries were obtained in the 
dependence on temperature. It was shown, that “washing” effect of the superstructure 
parameters was observed near relatively high energetical antiphase boundaries of non-
concervative type. It is evident that such boundaries can make a definite contribution in the 
effect of a positive temperature dependence of the yield stress of L12 superstructure ordered 
alloys. 
 
 
1. Introduction 
 
Ordered alloys and intermetallides have being studied by the researchers for more than 50 
years because of their unique properties, having an important practical significance. First of 
all, it is a positive temperature dependence of the yield stress. The alloys of the superstructure 
L12-ordering alloy Cu3Al and intermetallide Ni3Al have such a peculiarity. There are many 
suppositions concerning the nature of the above mentioned property of alloys. However, the 
phenomenon has not been exactly described [1]. 
One of the first models was based on the supposition that “washing” effects took place near 
such planar defects as antiphase boundaries (APB) at the increasing of the temperature. The 
effect was in a local change of short and long order, concentrations of alloy components over 
the planes, which were parallel to APB. The APB became an insuperable obstacle for the 
dislocations movement due to that peculiarity. As a result, material strengthening occurred. 
It is known that the atomic packing order of the alloy components change step by step at the 
presence of APB in the superstructure. APB is characterized by the vectors relatively to the 
shear pr  of the crystal parts. The boundaries with the vector of the relative shear pr , which is 
parallel to APB plane are called conservative (CAPB). The mentioned defect types can appear 
as at deformation, so in the result of thermoactivated growth of the ordered domains [3]. The 
other APB type is noticed only in the systems of planes with changeable components 
concentration. Such boundary type is called non-conservative (NAPB), it appears only in the 
process of growth and meetings of the ordered domains. In this case, the vector pr  is directed 
under some angle to the plane of APB occurrence. 
 
 
2. The model, the Results and Discussion 
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The crystal calculated block contained of about 1.87·105 atoms. Periodical conditions were 
applied at the boundaries of the calculated block. The atoms distribution of the alloy 
components over the sites corresponded to a full stoichiometric L12 superstructure order. The 
interaction between different pairs of atoms was taken into account in a discrete model only in 
three first coordination spheres. 
The proper values of the alloy lattice parameter were tabulated using the data on the energy of 
pair interatomic interactions with the temperature change. It was made in the approximation 
of Morse potential function according the experimental data presented in [2]. Small 
concentration of vacancies was introduced in the crystal. The process simulation was made by 
Monte-Carlo method. 
The crystal temperature in every experiment is constantly equal all over the calculated crystal 
block. 
The long order parameter η in Bragg-Williams approximation is used as a parameter 
controlling the changes in a superstructure. 
Structural presentations on a short order are connected with the determination of local 
distribution of atoms in solid solutions at the presence of heterogeneities. The measure of 
short order is the relation of the number of atoms A and B situated at the distances which are 
equal to the radius of n-th coordination sphere to the number of atoms pairs A and B, situated 
at the mentioned distance at their fully chaotic position over the lattice sites. 
The computer experiment showed that considerable diffusion jumps of atoms in vacant sites 
leading to the formation of point substitution defects (PSD) were not observed. The jumps 
were noticed when atoms introduced into the calculated crystal block formed bivacancy 
complexes accidentally. They caused a local disturbance of a full order in a crystal even at 
relatively low temperatures. But the probability of such formations in the limits of the given 
vacancies concentration appeared to be insignificant. 
Let us discussed the results obtained for alloy Cu3Au during the experiments. 
The exchange of places by the atoms over the sublattices Cu and Au with the formation of 
PSD took place at higher temperatures (500K) in the process of atoms migration by a vacancy 
mechanism. Such atoms began to form germs and clusters of the disordered phase. The 
disordering process became stable at a relatively low temperatures at a some level owing to 
the combination of the PSD formation and annihilation processes. 
The disordering process becomes more intensive with the temperature growth and increase of 
the vacancies concentration and time of a computer experiment. The temperature of phase 
transition order-disorder also corresponds to an experimental value. In a real experiment, the 
definite concentration of free vacancies can be seen in the crystal. The part of vacancies in a 
combined state is preserved in the structures of different types of interphase boundaries. 
Two CAPB or NAPB located in the plane [100] were introduced in the crystal block under 
study. The first type of the boundaries is formed with the relative shear in the calculated block 
of crystal to the vector ½<110> along the defect plane. The formation of the second type 
boundaries is simulated by the displacement of one atomic plane in the other place of the 
calculated crystal block. As a result, one boundary consists of two biatomic planes, the other – 
two monoatomic planes. Such procedure does not break the stoichiometry of the 
superstructure. 
The picture of the change of long and short order parameters over the planes [100] parallel to 
the APB is shown in Fig. 1. Fig. 1 shows the changes of short order at the first coordination 
sphere in the dependence on temperature and types of antiphase boundaries in the ordered 
alloy. As it follows from the picture, sharp jump of the change of short order is observed near 
CAPB. 
As the pair of CAPB in the complex under study is equivalent, the jumps of the change of 
short order parameters appear to be identical and they are realized at low temperatures only in 
the planes forming CAPB. The pictures of the change of short order parameter differ 
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insignificantly, in the planes, forming CAPB from 1 to 0.75. In the other planes which are 
parallel to CAPB, the order changes from -0.33(3) to -0.27. with some oscillations over the 
planes. 
The other picture of the change of short order parameter is realized near the pair of NAPB. 
NAPB consisting of biatomic planes are presented by 18 and 19 planes. NAPB consisting of 
monoatomic planes are presented by 54 and 55 planes. The changes of short order parameter 
cover four planes near APB formed by monoatomic planes and to 8 planes near biatomic 
APB. The levels of the maximum of order parameter are different: -0.21 and 0.28. 
Washing effects of short order parameter over the planes parallel to NAPB appear to be more 
significant in comparison with CAPB and include 8 and 16 planes at the crystal heating to 800 
K. Maximum levels are equal to 0.03 and 0.21 correspondingly. The maximum of short order 
parameter near biatomic NAPB increases with the growth of temperature and the change of 
positive-negative sign. But, the maximum decreases near monoatomic boundary. The effects 
of washing and oscillation of short order parameters over the planes parallel to APB are more 
significant in comparison with CAPB. The deviations from an ideal short order parameter at 
the first coordination sphere of CAPB is observed only near the temperature of phase 
transition T=800K. 
The changes in the distribution of components concentrations over the planes correlate with 
the above mentioned changes of short order parameters over the planes parallel to NAPB. In 
the crystal containing two CAPB, the components concentration fluctuates over the planes 
insignificantly. 
 
 

       

CAPB NAPB 

Figure 1. Temperature distribution of short order at the first coordination sphere over the 
planes parallel CAPB and NAPB, n – the number of planes. 

 
Fig. 2. shows the changes of long order parameter in the dependence on temperature and 
types of antiphase boundaries in the ordered alloy. Long-order parameter is given with the 
change of the sign at the transition through APB. In the given case, washing effects of the 
order parameter are observed more distinct near the pair of NAPB. As it is shown in the 
figure, the average level of long-order parameter decreases to 0.82. 
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Washing area according long-order parameter at this temperature includes up to 15 planes at 
every side relatively biatomic NAPB and up to 12 near monoatomic NAPB. Washing effect 
according long-order parameter relatively CAPB is less distinct with the growth of 
temperature. It includes only 3 planes [100] near APB, which are parallel to a defect. 
The computer experiments showed that washing effects, i.e. the changes of order 
characteristics over the planes parallel to the plane of APB location appear to be more distinct 
near the boundaries of thermal or non-conservative type. That is why it is worth to note that 
the boundaries types can play a big role in the effect of positive temperature dependence of 
yield stress in comparison with the boundaries of deformation type (CAPB). 
The break of the symmetry elements in an atomic order with the formation of shear boundary 
near a critical temperature leads to the formation of the ordered phase with it’s own symmetry 
order. The break of the atoms concentration in the plane of the thermal boundary location 
corresponds to the formation of segregations consisting of one type of atoms. It is evident, 
that the expenses of energy for a structural reconstruction of the material are big in the last 
case. That is why, the influence of different APB types having different energies of defect 
formation on the process of phase transition order-disorder are different type of antiphase 
boundaries should be different. 
 
 

 

NAPB CAPB 

Figure 2. Temperature distribution of long order at the first coordination sphere over the 
planes parallel CAPB and NAPB, n – the number of planes. 

 
The equilibrium degree of long order in the plane of the location of NAPBs and neighbouring 
planes decreases at the expense of the segregation of SPSs and their complexes on the 
boundary. The mechanism of the alloy disordering near shear boundaries have it’s own 
peculiarities. The fractures of CAPB surfaces with the formation of NAPB segments were 
observed in thermoactivation processes. Faceting of CAPB finally took place. The faceted 
sections from NAPB segments were transformed in CAPB elements at the expense of 
thermoactivation processes. As a result, the straightening of CAPB line was noticed, the 
boundary displaced. 
For intermetallide Ni3Al, temperature interval of the beginning of APB washing process and 
it’s considerable washing covered from 800K to 1400K. 
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Metallic thin films deposited on a silicon substrate have a wide range of micro-
electronic applications, for example in microdevices such as MEMS (micro-elec-
tro-mechanical systems) and as interconnects in integrated circuits.  Due to 
differences in thermal expansion coefficients, the temperature changes during 
manufacture and in service lead to stresses that cause plastic deformation.  The 
system is modelled at the microstructural level using a finite-element model of 
continuum crystal plasticity.  This model requires the dislocation mobility and 
the distance at which dislocations can annihilate each other, which are currently 
determined by calibrating against temperature-cycling experiments.

Molecular dynamics (MD) simulations provide a way to determine these quanti-
ties based on the physical interactions at the atomic level, increasing the predic-
tive power. MD is used to model dislocation-void and dislocation-dislocation in-
teractions in fcc metals.  Atomistic modelling is able to reveal important effects, 
which are beyond the continuum approach.

The two models are being coupled using multiscale techniques.  The continu-
um model has found localised deformation at the edges of the specimen and at 
high-angle grain boundaries, so MD will only be used in these regions.  The key 
areas will provide statistics of the MD result to the finite-element model, which 
will manage the rest of the specimen.  Progress to date will be presented.
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ABSTRACT 
 
 

A new meso-scale computer model is proposed for the simulation of UO2 fuel microstructural 
change during its burnup. For this purpose, interface dynamics using a Monte-Carlo 
simulation method is used. Although the qualitative reproduction of the bubble development 
is successful, that of the UO2 grain sub-division is still difficult, and more improvement of the 
model is necessary to complete the modeling. 
 
 
1. Introduction 
 
The thermal and mechanical properties of Uranium-dioxide (UO2) fuel have been studied in 
order to seek safer and more economic operation of nuclear power plants. An important 
safety-related requirement is to confine the highly-radioactive fission products within the fuel 
pellet. It is, however, known that a typical microstructural change occurs at the peripheral 
region of fuel pellets over some critical value of the burnup ~60 MWd/kgU (e.g. [1,2]), that is, 
nano-sized bubbles containing fission-gas atoms such as Xe atoms aggregate and form large 
bubbles with the diameter of ~2µm. At the same time, the original grains become subdivided. 
See the SEM micrograph shown in Fig. 1. These changes might promote the swelling of the 
pellet and the gas-release, both of which are not desirable to the safe operation. 
 
The bubble formation and the grain sub-division occur almost at the same time, it is therefore 
considered that the both phenomena are closely related. Because the sub-divided grains have 
few defects, the UO2 crystal undergoes a kind of “restructuring”, and the inert gas atoms 
aggregate during the “restructuring” process. A clear view of the mechanism of these changes 
has been sought for more than 20 years, but there is no definite consensus among the 
researchers.  
 
The authors are trying to reproduce this microstructural change using meso-scale computer 
modeling approach hoping it can lead to understanding the mechanism. It is commonly 
known that the q-state Potts model can simulate grain growth processes, but the simulation of 
grain sub-division processes does not seem to be attained by a simple application of the Potts 
model. A recent study by Sonada et al. [3] indicated that the sub-divided grains have low 
angle boundaries. This result suggests that the grain boundary dynamics using the information 
of misorientation should be necessary for the simulation of the grain sub-division. Note that 
the Potts model does not usually concern the magnitude of misorientation.  
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We, in this paper, discuss the development of gas bubbles and the grain sub-division at the 
same time, using a newly-devised meso-scale computer model. We accordingly use both of 
the bubble and grain boundary migration dynamics, and the grain boundary migration 
dynamics dependent on the magnitude of misorientation is introduced. 
 

 
 
Figure 1. SEM micrographs of the sample of 75 MWd/kgU, 1000 ºC, showing (a) polyhedral 

grains away from the pore inner surface and (b) high magnification image of the 
area surrounded by the white dashed line in (a), showing rounded grains inside a 
pore. After [3]. 

 
 
2. Numerical Methods 
 
This section explains the computer model used in this study. This model utilizes a Monte-
Carlo simulation method that adopts a three-dimensional lattice system for the physical space. 
Each small lattice element carries variables that determine its state. The state of each element 
assumes either a bubble or a matrix state. A calculation element with the bubble state 
represent a cluster composed of vacancies and inert gas atoms. The inert gas we consider here 
is Xe. A calculation element with the matrix state carries also the state of its crystallographic 
orientation. 
 
The dynamics of the model is determined by a series of Monte-Carlo steps, for which the 
Metropolis algorithm was adopted. The Hamiltonian used for the algorithm is composed of 
two kinds of energy: the grain boundary energy (Egb) and bubble/matrix interface energy 
(Ebm). For Egb, the Read-Shockley function [4] is used: 
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where θ=15º. The relative values of the two kinds of energy were fixed throughout the present 
study as they satisfy Ebm: E1=2:1. Their absolute values can be controlled by changing the 
Monte-Carlo temperature. The flips used in the Monte-Carlo algorithm include the following 
two kinds: (a) the migration of a bubble element; (b) replacing the orientation of a matrix 
element with a neighboring one. Therefore, the total number of bubble elements is conserved 
throughout the calculation. 
 
 
3. Results 
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A typical results started from a random configuration is shown in Fig. 2, where 5% of 
elements were selected as a bubble element, and the remaining elements as matrix elements. 
The orientation of the matrix elements was randomly selected.  
 
From Fig. 2 we notice that the black dots become gathered; the bubble growth is successfully 
simulated in this case study. However, the result also indicates that the grains grow 
indefinitely, and it does not produce stable small grains. The temperature parameter in the 
Metropolis algorithm was altered to stop this grain growth, but this tuning did not change 
significantly the results. In addition to the above calculation, where a three-dimensional 
hexagonal lattice used, a cubic lattice was also tried. The results, however, were not 
significantly different from those for the three-dimensional hexagonal lattice. 
 
 

t=0 MCS  
 

t=100 MCS  

 

t=1000 MCS  

 
Figure 2. A calculation result started from a random configuration; each snapshot shows the 

result at the different Monte-Carlo step (MCS) and at the different z-axis position; 
black dots denote bubble elements and other colors indicate the crystallographic 
orientation of matrix elements. 

 
4. Discussion 
 
So far we have not succeeded to reproduce the grain subdivision phenomena yet. The cause of 
this problem seems that the mobility of grain boundaries with small misorientation is too large. 
Possible improvement may be the introduction of the grain boundary mobility dependent on 
the misorientation, that is, 
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where P is the probability for grain boundary with the misorientation θ to be selected for a 
flip (b) [5]; n and d are integer parameters. This improvement is expected to reduce the 
mobility of grain boundaries with small misorientation and may lead to stable small grains 
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As has been documented by many experimental investigations, sustained loa-
ding of polycrystalline

metals results in deformation localization, deformation heterogeneity and de-
formation/dislocationbased microstructural development. This is particularly 
true at grain boundaries and triple-junctions in such systems, and leads to com-
plex local stress- eld variations driving further deformation-based microstruc-
tural development. Among other things, such processes affect the local lattice 
orientation and its distribution within grains and across their boundaries in the 
system. In the last few years, a number of studies [e.g., 1, 2] have shown that ex-
perimental methods such as electron backscattering diffraction and orientation 
imaging microscopy (OIM) can be used to determine crystal lattice orientation 
distributions on the sample surface as a function of position in the sample with 
a resolution of down to 1  m. Using these and related methods, one can deter-
mine in particular orientation gradients and relate these to lattice curvature. In 
turn, this curvature can be related in a model-dependent fashionto the density 
of geometrically-necessary dislocations (GNDs) in the sense of Nye [3] and Ash-
by [4]. The purpose of the current work is the modeling and simulation of ori-
entation gradient development in mesocrystals subject to tension and bending 
with the help of recent extensions [ e.g., 5, 6] of standard crystal plasticity to 
include the effects of GNDs on the material and in particular on the hardening 
behaviour. In particular, this is based on additional energy storage resulting in 
kinematic-like additional hardening and lengthscale-dependent material beha-
viour. Comparison of the simulation results with the experimental results of [2] 
will be carried out.
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ABSTRACT 
 

A numerical model and computational procedure for static recrystallization are developed 
using a phase-field model coupled with crystal plasticity theory. The microstructure and 
accumulated dislocation density during deformation of a polycrystalline metal are simulated 
using finite element method based on the strain gradient crystal plasticity theory. Phase-field 
simulation of the nucleation and growth of recrystallized grain is performed using the 
crystallographic orientation and stored energy calculated by crystal plasticity finite element 
simulation. Through this computational procedure, we can get the final recrystallization 
microstructure taking the deformation microstructure into consideration. 
 
 
1. Introduction 
 
The microstructures formed during annealing are significantly affected by the pre-
deformation microstructures, since the recrystallization originates from dislocation cells or 
subgrains which appear after deformation and subsequently the recrystallized grain growth 
occurs driven by the stored energy resulted from the dislocation accumulated during 
deformation. Recently, the numerical studies using Monte Carlo Potts model [1] and cellular 
automata model [2] based on the data measured by EBSD analysis are made on static 
recrystallization. However, to enable more systematic investigations for recrystallization 
texture, it is key to develop the computational procedure without using experimental data. 

In this study, we develop a phase-field model which can simulate the nucleation and 
growth of recrystallized grain. Here, the crystallographic orientation and dislocation density at 
the deformation of polycrystalline metal are simulated using finite element method based on 
the strain gradient crystal plasticity theory [3].  
 
 
2. Numerical Procedure 
 
The numerical procedure developed here consists of following three steps: 
< Step. 1> The crystallographic orientation and dislocation density after deformation of 

polycrystalline metals are calculated by crystal plasticity finite element simulation. 
< Step. 2 > The calculated data are mapped onto a regular lattice used in phase-field 

simulation. The stored energies calculated from dislocation density are smoothed 
on the lattice, because phase-field method requires the continuous driving forces. 
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< Step. 3 > Phase-field simulation during recrystallization is performed in which the 
nucleation and growth of recrystallized grain are reproduced. 

 
 
3. Models and Results 
 
By following the procedure shown in previous chapter, crystal plasticity theory, data mapping 
method and phase-field method employed in this study are briefly explained together with 
numerical results.  
 
 

3.1 Strain gradient crystal plasticity 
 
The crystal plasticity finite element method based on a strain gradient theory of rate 
dependent plasticity [3] is used to examine the microstructure and dislocation distribution 
during deformation of polycrystalline metals. Here, the critical resolved shear stress on slip 
system (a) is assumed to be a Bailey-Hirsch type function: 
 
 ( ) ( ) ( )

( )
∑+=

b

b
ab

aa bagg ρϖμ~
0   (1) 

 
where,  initial value of , a constant, m elastic shear modulus, b( )ag0

( )ag ~  the magnitude of 
Burgers vector, abϖ  interaction matrix, and ( )bρ  accumulated dislocation density. The 
accumulated dislocation density is the sum of the densities of SSD and GND. The evolution 
of SSD is expressed by the balance between the production rate of dislocations and the 
annihilation by dynamic recovery. The density of GND is calculated from the gradient of 
shear strain on slip system (a). Since the hardening equation, Eqn. 1, includes the strain 
gradient term through the dislocation density, it is possible to express the grain size effects. 
    Figure 1(a) shows the polycrystal model with 23 grains where the average grain diameter is 
115.5 μm. This model is divided into 64x64 regular crossed-triangle elements and is 
compressed at a strain rate 10-3 s-1 as a 2-slip plane strain problem. Figure 1(b) and (c) 
illustrate the crystallographic orientation and stored energy after 50% compression, 
respectively. The stored energy Estore is calculated by 2~5.0 bEstore ρμ= , where ρ is the total 
dislocation density of all slip systems.  
 

 
Figure 1. Crystallographic orientation (a) before deformation and (b) at 50% 
compression, and (c) stored energy. Solid lines indicate initial grain boundaries. 

 
3.2 Data mapping 
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The data computed by crystal plasticity finite element simulation, i.e. crystallographic 
orientation and stored energy, are mapped onto the regular lattice of phase-field simulation. 
The relationship between triangle elements used in finite element simulation and lattice used 
in phase-field simulation is shown in Fig. 2. The regular lattice size is 0.4 μm and triangle 
elements are a part of Fig. 1 (b). First, the crystallographic orientation and stored energy on 
lattice are determined as a value inside an element. In other words, the values of lattice 
located inside a triangle element are all identical. Next, the misorientation on lattice is 
determined as a maximum value among the four misorientations between the two neighboring 
lattices, i.e., Δθ1, Δθ2, Δθ3, and Δθ4, represented in Fig.2. Then, the stored energies mapped 
onto the regular lattice are smoothed using Winslow’s smoothing method: 
 

 ∑∑
==

=
m

j
j

m

j
jjstore wwEE

11

  (2) 

 
where, Estore smoothed stored energy on lattice i, Ej stored energy before smoothing on lattice 
j, wj weight represented as an inverse of distance between lattice i and lattice j, and m the 
number of lattice inside a considering circle with radius r. In this study, r = 3Δx is selected 
where Δx is lattice size. Finally, the crystallographic orientation, misorientation and smoothed 
stored energies on all regular lattices are determined. Figures 3 (a) and (b) show the 
distributions of smoothed stored energy and misorientation, respectively, for the regions 1 
(332.8 x 64 μm2) and 2 (268.8 x 76.8 μm2) illustrated in Fig.1.  
 

 
Figure 2. Triangle elements for crystal plasticity finite element simulation and regular 
lattice for phase-field simulation. 

 

 
Figure 3. (a) smoothed stored energy and (b) misorientation. 1 and 2 indicates region 1 
and 2 of Fig.1, respectively. 

 
3.3 Phase-field simulation 

 
By using the data mapped onto regular lattice, the nucleation and growth of recrystallized 
grain are simulated using phase-field method. In the present phase-field model, two order 
parameters, i.e., phase field φ which equals zero in the deformed matrix and unity in 
recrystallized grain and crystallographic orientation θ, are employed. The time evolved 
equations for the order parameters are as following: 
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where, ( )φf  a free energy density expressed by double well type function: 
( ) ( )( ) ( )φφφ WqEpf store +−= 1  with ( ) ( )23 61510 φφφφ +−=p  and , ( ) ( )22 1 φφφ −=q

δσ6=W energy wall height related to interface energy σ and interface thickness δ, 
δσα 3=  gradient coefficient, πα Ws 2= , αφ 62WmM =  mobility for φ where m is a 

mobility of grain boundary migration, and ( )( ) φθ φ MpM −= 1  mobility for θ. Equations (3) 
and (4) are solved by an adaptive finite element method [4]. 
    Figure 4 shows the initial nucleus sits, the growth process, and final recrystallization 
microstructure. The site saturated nucleation model is used, in which the following nucleation 
criteria are assumed: (1) the high angle grain boundary of more than 15 degree, (2) the stored 
energy of more than 0.6 MPa, (3) the orientation of the nucleus is presented in the deformed 
structure, and (4) the minimum distance between the two neighboring nuclei is 10Δx. The 
initial radius of nucleus is set to 3Δx. From Fig.4, it is observed that, in region 1, the 
nucleation and growth of recrystallized grains occur inside the grain before deformation, 
while, in region 2, the recrystallized grains originate only from grain boundary. 
 

 
Figure 4. Time evolutions of recrystallized grain growth and final recrystallization 

microstructures. Adaptive meshes are illustrated only for results at 500s. 
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Laser post-treatment has become a common procedure to modify properties of 
thermal sprayed coatings for a wide range of materials. Using this procedure has 
the advantage that even minor quality of the base coatings is mostly sufficient 
to achieve good coating results after post treatment. Moreover there is only low 
impact, i.e. thermal load on the substrate during laser process. Comprehensive 
surveys about effects of the laser process on the possible microstructure and 
coating property are still rare. To investigate different factors of influence in the 
laser process and to characterize their effects on the coating is focus of the pre-
sent paper.

Ceramic layers obtained by vacuum plasma spraying (VPS) were used as base 
material. Therefore yttrium stabilised zirconia powder was deposited on ferritic 
steel plates using standard VPS-parameter. Afterwards the surface of the plas-
ma sprayed coatings was post-treated by laser-remelting process, carried out 
with a CO2-laser system running in continuous wave mode. Laser energy, scan 
velocity and line spacing were varied as main factors of influence in the laser 
process using a D-optimal design of experiments (DoE). To characterise and to 
quantify the effects of the factors on the coating properties a multiple regressi-
on was done utilizing micro hardness, depth of penetration and surface rough-
ness as response for the DoE. Additional micro structural investigations, i.e. SEM, 
X-ray diffraction were carried out. Starting with the typical lamellar structure 
received by thermal spray processes, laser treated coatings varied from melted 
block-shaped to columnar texture. Possibly crystalline formations and even na-
nostructured top coats deposited from gas phase have been observed depen-
ding on process settings.

Microstructural effects on the mechanics of materials

566



Slip System Based Model for Work Hardening and Softening of Aluminium 
Including Strain Path Change Effects 

 
 

Steven Van Boxel, Marc Seefeldt, Bert Verlinden and Paul Van Houtte 
 
 

Department of Metallurgy and Materials Engineering, Katholieke Universiteit Leuven, 
Kasteelpark Arenberg 44, B-3001, Leuven, Belgium  

Email: Steven.VanBoxel@mtm.kuleuven.be. 
 
 

ABSTRACT 
 
A new phenomenological multiscale model is proposed for single phase aluminium alloys, 
which is able to predict the hardening and softening transition effects that take place during 
strain path changes.  At the mesoscopic level the critical resolved shear stresses ( CRSSτ ) of 
each slip system will be updated separately, depending on the current slip activity of all slip 
systems and the microstructure remaining form the prior strain mode.   The resulting stress-
strain curves display the transient behaviour during imposed strain path changes.  
 
 
1. Introduction to the multiscale model 
 
Three levels of homogenisation are present in the model. The highest (macroscopic) level 
incorporates texture information by selecting a representative set of discrete orientations out 
of an orientation distribution function (ODF).  The transition to the mesoscopic level is done 
by the classical full constraint (FC) Taylor model, assuming the same velocity gradient for all 
individual orientations.  At the mesoscopic level, shear rates of the individual slip systems are 
obtained with the generalised Schmid law and the Taylor assumption.  Other than in the FC 
Tayler model, the critical resolved shear stresses ( CRSSτ ) can differ for each slip system and 
for the slip direction.  The evolution equations for the CRSSτ  will be explained in detail in 
section 2.    
At the microscopic level the interaction of dislocations with the dislocation substructure, in 
single phase alloys the main contribution to work hardening, is modelled by the Alflow model 
of Nes [1].   The homogenisation is at the level of the hardening rate of an active slip system 
which will be integrated in the evolution equations of the CRSSτ ’s. 
The model is, regarding its setup, similar to models of Peeters et al. [2] and Holmedal et al. 
[3]. Compared to the latter, the difference lies only in the evolution equations of the CRSSτ ’s. 
 
 
2. Model for the critical resolved shear stresses 
 
The critical resolved shear stresses are updated for each slip system α  by integrating a 
classical hardening law which will be modified to take into account the effects during strain 
path changes.  The basic law is taken from Kocks et al. [4] which is of the form 
 

 ∑ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

β

βαβ
α

β
α γ

τ
τθτ && H1 . (1) 
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1θ  is the hardening rate of an individual slip system which will be calculated with the Alflow 

model. αβH is the classical hardening matrix to account for interactions between slip systems.  
Here unity is taken if slips are coplanar and 1.4 otherwise. The shear rates  are coming 
from the FC Taylor model and taken constant during a strain increment. 

βγ&

This evolution equation enables one to model latent hardening effects and therefore the 
overall anisotropy, but the transient behaviour experimentally observed during abrupt changes 
of the strain path (previous latent hardened slip systems soften initially during cross load, the 
reverse of an active slip system hardens during a reversal of strain) can not be predicted.  This 
behaviour can be attributed to the suddenly modified dislocation activity in the 
microstructural configuration of the previous straining mode.  The partial dissolving of the 
existing microstructure is often thought to cause the softening in cross tests [5], while 
differences in the storage of pre-existing and newly formed dislocations are thought to cause 
the hardening in a strain reversal test [6].  
To introduce the deformation history of previous deformation steps, two variables λ  and π  
are introduced for each slip system having the following rate equations: 
  
 ααα λγλ 21 bb −= &&       and   . (2,3) ααα πγπ 21 cc −= &&

 
During a strain path change, the ratios αλ⋅12 bb  and απ⋅12 cc  will both evolve 
exponentially from the shear rate  in the former deformation mode to the shear rate of the 
current one, with the difference that  also reflects the directionality of the slip (when a slip 
is reversed,  becomes negative and  will exponentially evolve towards this new negative 
value, while  does not change, e.g. the second slip system in fig. 1).   

αγ&
απ

αγ& απ
αλ

 

 
Figure 1. Left: imposed shear rates for the three slip systems and the corresponding responses 
of λ  and π . Right: critical resolve shear stresses for the three slip systems in both slip 
directions calculated with of mesoscopic model.  
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In fig. 1 an example is displayed concerning three slip systems.  The first slip system is 
initially inactive but becomes active when an abrupt change of strain path occurs.  The two 
others are active in the first strain path.  The second reverses the direction of slip in the strain 
path change, while the third one becomes inactive.  The imposed shear rates γ&  and the 
responses ofλ  and π  (scaled with the ratio of the modelling parameters to make them 
comparable to γ& ) are shown on the left side. 
The change of the CRSSτ  (eqn (1)) is now made dependent of the exisiting microstructure, built 
up in the previous strain mode, by introducing λ  and π  under certain conditions.  If the 
activity on a slip system δ  abruptly lowers or becomes zero then δλ⋅12 bb  > δγ&  (e.g. the 

third slip systems in fig 1.). If this condition holds, the δγ&  for slip systemδ  in eqn 1 is 

replaced by , making eqn (1): δλ&
  

 ( δδαδ
α

δ

δβ

βαβ
α

β
α λγ

τ
τθγ

τ
τθτ 2111 bbHH −+⎟⎟

⎠

⎞
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⎝

⎛
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≠
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The hardening of all the slip systems due to prior activity of slip system δ  gets reversed to a 
certain extend ( δδ λγ 21 bb −& < 0) with an exponential decay (all slip systems in fig 1 are 

softened by this effect) .  The magnitude of the decay is controlled by  while the rate of the 
decay is controlled by .  These two parameters can be seen as characteristics for the 
strength and sustainability of the microstructure built up during the previous straining mode, 
which is characterised by the set of ’s.  Eqn (4) can model the transient effects during cross 
tests.  

1b

2b

αλ

The initial softening and subsequent extra hardening during a strain reversal test are modelled 
in a similar way.  For this reason it is necessary to differentiate between the CRSSτ  in the 
forward and backward direction of a slip system.  Whenever a slip system is active it will 
soften the slip resistance in its reverse direction in the following way:  
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The reverse slip direction will harden less than the active slip direction due to a lower 
selfhardening coefficient (e.g. slip systems 2 and 3 before the strain path change in fig 1.).  If 
a slip system δ  is active and ( )δδδ πγπ 21abs cc −= && > 0 (meaning that the activity 
was reversed), extra hardening due to the storage of the pre-existing and reversed dislocations 
is modelled by 
 

 ( δδ
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βαβ
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This extra hardening also has an exponential decay of which the magnitude and the rate are 
controlled by  and  (e.g. the forward slip of the second system in fig. 1 after the strain 
path change).   

1c 2c
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Figure 2. Experimental stress-strain curve of a simple shear test 
with strain reversal (from [6]) compared with model result 

 
3. Results and discussion 
 
In fig. 2  an experimental stress-strain curve of a simple shear test at room temperature of a 
AA1050-O sheet sample is shown [6].  After 22% of shearing the strain path is reversed.  The 
model is capable of capturing the transient behaviour after the strain path change to a 
reasonable extend.  However, the hardening behaviour is too complex to be described by 
eqn. 2 and 3.  A more advanced model (e.g. the model of Peeters et al. [2]) is needed to 
capture all the characteristics of the transition.   
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ABSTRACT 

In this paper, we show that plastic flow of bcc metals at finite temperatures and strain rates can 

be captured by a model in which the underlying physics enters via the results of single-

dislocation atomistic studies at 0 K.  The Peierls potential is constructed solely from the results 

of atomic-level calculations and accounts for both the crystal symmetry and the effect of non-

glide stresses.  This potential is then employed in calculations of the stress dependence of the 

enthalpy to nucleate a pair of kinks, which is used subsequently to evaluate the temperature and 

strain rate dependence of the yield stress.  Results of these calculations are shown to be in 

excellent agreement with experimental data. 

1. Introduction 

The plastic deformation of all bcc metals is controlled by 1/ 2 111  screw dislocations that 

have non-planar cores and, therefore, possess a very high Peierls stress.  This leads to a strong 

temperature dependence of the flow stress at low temperatures.  In addition, the non-planar core 

also induces a pronounced tension-compression asymmetry [1] that has commonly been 

interpreted in terms of the twinning-antitwinning asymmetry of the sense of shearing in the slip 

direction.  However, detailed atomistic calculations [2, 3] have disclosed that the situation is 

more complex and that the Peierls stress is also a strong function of the shear stress 

perpendicular to the slip direction.  These studies, which employed molecular statics and thus 

correspond to 0 K, have ascertained the dependence of the critical resolved shear stress (CRSS) 

for glide, i.e. the Peierls stress, of the 1/2[111] screw dislocation as a function of: (i) the angle 

between the maximum resolved shear stress plane (MRSSP) and the (101)  plane and (ii) the 

shear stress  perpendicular to the slip direction.  These results have then been utilized to 

construct an effective yield criterion that correctly captures the effect of non-glide stresses [3, 4].  

When formulating such criterion we define an effective stress * as a linear combination of shear 

stresses parallel and perpendicular to the slip direction in two different {110} planes: 

1 2 3cos cos( / 3) sin 2 cos(2 / 6)a a a . (1) 

Here  is the shear stress parallel to the slip direction acting in the MRSSP and the yield 

criterion is then cr  where  is an effective yield stress.  1 2 3  and cr  are parameters 

determined by fitting the CRSS  and 
cr , ,a a a

CRSS  dependencies obtained from atomistic 

calculations.  In the case of molybdenum, = 0.24, = 0, = 0.35, .1 2 3 cr 44

At finite temperatures, a moving dislocation surmounts the Peierls barrier at stresses lower 

than the Peierls stress via the formation of pairs of kinks and with the aid of thermal activation. 

However, 0 K calculations do not determine the Peierls barrier but merely its maximum slope 

along a transition coordinate  defined as the minimum-energy path between two adjacent 

equivalent potential minima. The Peierls stress 

a a a / C 0.027

P  and the Peierls barrier  are related by V( )

Pb max dV / d . (2) 
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For a given angle  of the MRSSP and angle  which the slip plane makes with the (101)

plane, the Peierls stress can be expressed as P CRSScos( ) .  Since screw dislocations do 

not have well-defined slip planes, it is necessary to consider a two-dimensional Peierls potential, 

, defined in the plane perpendicular to the dislocation line. The height and shape of this 

potential and, most importantly, its dependence on the applied stress tensor, are crucial 

information for the development of a theory of the thermally activated motion of screw 

dislocations.

V(x, y)

In this paper, we first show how the Peierls potential and its dependence on the stress 

tensor can be extracted from the data obtained in atomistic studies at 0 K.  Using this information 

we then develop a model of the formation of pairs of kinks following the approach of Dorn and 

Rajnak [5].  We then employ this model in the analysis of the temperature and orientation 

dependence of the yield stress in molybdenum the results of which are compared with 

experimental observations [6-8].  In the following, the yield stress is always expressed as the 

shear stress parallel to the slip direction resolved in the (101)  plane. 

2. Construction of the Peierls potential 

The shape of the effective Peierls potential, , is based on a mapping function, 

, that is defined in the plane perpendicular to the dislocation line, i.e. (111) plane in the 

case of the 1/2[111] screw dislocation.  This function captures periodicities and symmetries in 

this plane, in particular the symmetry-dictated positions of potential 

minima, maxima and saddle points.  It is shown in Fig. 1 as a contour 

plot where dark regions are potential minima and bright regions 

potential maxima; the maximum height of  is one.

V(x, y)

m(x, y)

m(x, y)

We begin the construction of the effective Peierls potential by 

capturing the fundamental symmetries in the (111) plane.  This can be 

accomplished by writing V(x, y) V m(x, y) , where V is a 

currently unknown potential height.  To determine V, we investigate 

loading by pure shear, , parallel to the slip direction for =0.  For 

this loading, atomistic studies show that the dislocation moves along 

the (101)  plane, i.e. =0, and thus P CRSS  in (2).  The shape of 

e Peierls barrier, V( ), experienced by the dislocation is obtained as 

a cross-section of  along the transition coordinate  defined 

above that, in the present case, connects two adjacent potential minima on the 

th

V(x, y)

(  slip plane.  

This minimum-energy path has been determined numerically using the Nudged Elastic Band 

method.  The potential height, V, is then obtained to satisfy (2). 

(101)

(011)

(110)

Figure 1:  Mapping function 
m(x,y).  The white curves 
depict the three equivalent 
minimum energy paths 
between the potential minima. 

101)

In order to incorporate the effect of non-glide stresses, we first generalize the Peierls 

potential within each repeat cell of the (111) plane to V(x, y) [ V V ( )] m(x, y) , where  is 

a polar angle in the (111) plane measured in the same sense as  and , and the term V ( )

represents an angular distortion of the three-fold symmetric basis of the potential by the non-

glide stress  applied in a plane different than (101) .  The functional form of the added term is 

written as  which obeys the symmetry of the shear stress parallel to the 

slip direction and assures that the largest distortion is always applied in the 

2V ( ) K ( ) b cos

(  plane. In this 

equation, the function  is determined from the requirement that (2) reproduces the 

 dependence obtained from atomistic studies.  Since in these calculations the glide is 

always along the 

101)

K ( )

CRSS

(  plane and thus =0 for any orientation of the MRSSP, the Peierls stress 

in (2) becomes P  and the corresponding value of  can be found by 

numerically solving (2) when V has already been fixed. 

101)

CRSScos K ( )
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Finally, the effect of the shear stress perpendicular to the slip direction, , is incorporated by 

writing , where 

(110)

(101)

(011) (011)

(110)

(101)

a) /C44=-0.05 b) /C44=+0.05

Figure 2: Effect of the shear stress perpendicular to the 

slip direction, , on the shape of the effective Peierls
potential V(x,y). The curves define the minimum energy
paths for the dislocation glide along the three different
{110} planes. The white path has the lowest Peierls
barrier.

V(x, y) [ V V ( ) V ( )] m(x, y) V ( )  represents an angular distortion of 

the Peierls potential by .  The functional form of V ( )  is now chosen such that it reproduces 

the symmetry of the shear stress perpendicular 

to the slip direction and, simultaneously, is a 

linear function of .  One of the simplest forms 

that satisfies both these requirements is 
2V ( ) K ( ) b cos 2 / 3 .  In order to 

keep the evaluation of  relatively simple, 

we consider 

K ( )

6/ 6, /  and shear 

stresses 44/ C 0.01 for which the 

dislocation glides on the (101)  plane.  The 

Peierls stress in (2) is thus again 

P CRSScos  and the values of K ( )  for a 

given  can be found by numerically solving 

(2).  Very importantly, the Peierls potential has 

been constructed only from the data 

corresponding to the (101)  slip and the change 

of the slip plane at large negative , observed in atomistic studies, is not included a priori.  The 

contour plots of the distorted Peierls potential for two different values of  and  are shown 

in Fig. 2.

0

The effective Peierls potential, , developed as described above, reproduces correctly 

both the twinning-antitwinning asymmetry of the shear stress parallel to the slip direction and the 

effect of the shear stress perpendicular to the slip direction.  It is seen from Fig. 2b that for 

positive  the Peierls potential displays a low-energy path along the most-highly stressed 

V(x, y)

(101)

plane, which thus leads to a low Peierls barrier for slip on this plane. However, this slip is 

suppressed at negative  (Fig. 2a) where the lowest Peierls barrier corresponds to the glide along 

the (110)  plane.  For other orientations of the MRSSP and negative , the low-energy path 

typically develops either on the (110)  or on the (0 11)  plane. The Schmid stress in these planes 

is much lower than in the (101)  plane and the slip can thus be classified as anomalous. This 

finding is in excellent agreement not only with 0 K atomistic studies [2, 3] but also with 

experiments [6].  Interestingly, since the possibility of slip on other planes than (101)  has not 

been assumed in the construction of the Peierls potential, the anomalous slip at negative 

follows naturally from the chosen shape of the term V ( ) .

3. Activation enthalpy and the temperature dependence of the yield stress 

At stresses lower than the Peierls stress, the dislocation moves towards the top of the Peierls 

barrier and, simultaneously, the originally three-fold symmetric basis of the Peierls potential gets 

distorted by the action of  and . The activation enthalpy H for nucleation of a pair of kinks, 

which depends on the shape of the Peierls potential, can be evaluated using the model of Dorn 

and Rajnak [5].  The plastic strain rate  is then given by the standard relation of the reaction 

rate theory 

0 exp[ H ( , ) / kT] . (3) 

where H  is the stress-dependent activation enthalpy for the slip system  When considering 

only the most operative slip system with the lowest H and setting 0  to comply with an 

effective density of mobile dislocations, the temperature dependence of the yield stress can be 

obtained for a given strain rate from the relation 0H( , ) kT ln( / ) .
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The symbols in Fig. 3 show the temperature dependence of the yield stress measured by 

Hollang et al [7] for single crystals of Mo under loading in tension along [149]  and two plastic 

strain rates.  Since this loading leads to 

the single slip on the (101)[111]

system, the temperature dependence of 

the yield stress can be readily 

calculated and it is depicted in Fig. 3 

by solid lines.  At stresses lower than 

115 MPa, the slip occurs by nucleating 

two interacting kinks and the activation 

enthalpy is determined by the elastic 

interaction of kinks [9] (dashed lines in 

Fig. 3).  An excellent agreement 

between the theory and experiments is 

obvious.

For loading along [  the 

MRSSP is the 

149]

(  plane ( =0) and 

no twinning-antitwinning asymmetry is 

present.  However, the calculated yield 

stress in compression is higher than in tension.  This significant tension-compression asymmetry, 

caused by the shear stress perpendicular to the slip direction, is in good qualitative agreement 

with experimental observations [8].  Interestingly, if the loading axis deviates toward the [011] 

corner of the stereographic triangle, the tension-compression asymmetry changes its character 

and the yield stress in tension becomes larger than that in compression. This trend is again in 

agreement with the experiments in [8]. 
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Figure 3: Temperature dependence of the yield stress for tension 

along [1 . The experimental data are from [7]. 

101)

49]

4. Conclusion 

This paper shows how the results of single-dislocation atomistic studies at 0 K can be used 

to develop a mesoscopic theory of thermally activated dislocation motion and to finally attain the 

theoretical description of the temperature, strain rate and orientation dependence of the yield 

stress.  This multiscale sequential combination of atomistic modeling with the dislocation theory 

results in the physically based multislip yield criteria for plastic flow of bcc metals at finite 

temperatures and strain rates. 
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Size effects on micro-twinning in NiTi shape memory 
alloys

Martin Franz-Xaver Wagner
The Ohio State University, Department of Materials Science and Engineering, 441A Watts Hall, 2041 College Road, 

43210 Columbus, United States of America

In contrast to classical continuum mechanics predictions, the mechanical pro-
perties of materials depend on specimen size as external lengths decrease to 
micro-meter scales or even below. Characterization of the fundamental material 
behavior at small scales is a necessary prerequisite for modeling of microstruc-
ture-property relationships. And size effects are of particular interest for micro 
engineering applications, where NiTi shape memory alloys are potential candi-
dates for future MEMS devices.

Recent experimental studies established focused ion beam (FIB) milling to pre-
pare micro-pillars for compression testing, and uncovered novel size effects on 
plasticity of several material systems. In comparison, deformation of NiTi adds 
an additional level of complexity, because it is characterized by an interaction of 
three micro structural processes: plastic deformation by dislocation slip; stress-
induced martensitic phase transformation (formation several possible twin va-
riants); and subsequent detwinning. While it is well-known from macroscopic 
compression testing of single crystalline NiTi that different orientations of a spe-
cimen with respect to external loads may favor one process over the other, size 
effects on the deformation behavior of NiTi have not been reported to date.

In this contribution, we present first results from ongoing micro-pillar testing of 
single crystalline NiTi. We study the load-deformation data and discuss compe-
ting microstructural processes for different orientations and sample sizes (pillar 
diameters) at the micron-scale. We consider an energy minimization theory for 
martensitic twinning to rationalize the relationship between sample orientation 
and dominating deformation mechanism, and we assess two underlying hypo-
theses: On the one hand, a change from multi-variant to single mode twinning 
may well occur with decreasing specimen size as constraints from surrounding 
bulk material are removed. Conversely, even in the absence a size effect on twin-
ning, there is the opportunity that plasticity will be suppressed in favor of shape 
memory at smaller size scale.
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Dislocation dynamics simulations of high strain rate 
deformation of FCC Cu

Zhiqiang Wang 1, Richard LeSar 1

1Los Alamos National Lab, Theoretical Division, T-12, MS B268, Los Alamos National Lab, 87544 Los Alamos, USA

The detailed understanding of high-rate deformation of engineering materials is 
crucial to many applications. We apply a novel Parametric Dislocation Dynamics 
(PDD) method, along with the use of high performance computing, to simulate 
material behaviour under high- rate loadings. With careful analysis of the simu-
lations, we can provide a detailed picture of microstructural changes, exploring 
the connection between these changes and the macroscopic response for dife-
rent rates of deformation. Simulation results are compared with experimental 
observations.
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Development of precipitate strengthening model for 
Cu-Co Alloys

Brian Wirth
University of California, Berkeley, Nuclear Engineering Department, 94720-1730 Berkeley, United States of America

Recent molecular dynamics simulations of the interaction between gliding edge 
or screw dislocations and coherent cobalt precipitates in Cu-Co alloys have re-
vealed a new interaction and detachment mechanism, which involves the com-
bined shear and Orowan loop bypass of the leading and trailing Shockley par-
tials, respectively. The Orwan looping of the trailing Shockley partial is caused 
by the energy decrease (strengthening) associated with the reversible crystallo-
graphic transformation of the cobalt precipitate from fcc to hcp stacking on the 
dislocation glide plane, which is temperature dependent. This presentation de-
scribes a precipitate strengthening model under development which accounts 
for this mechanism and is able to reliably predict the observed temperature de-
pendence observed in the molecular dynamics simulations. The model predic-
tions are also compared to the available experimental data on the anomalous 
temperature dependence of the critical resolved shear stress reported for Cu-
Co alloys. The comparison indicates that the relatively low temperature of the 
maximum resolved shear stress may result from a transition in the dislocation 
interaction mechanism.
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ABSTRACT 
 
 

Sintering green bodies made by typical industrial production processes like uniaxial 
compaction, tape casting or extrusion may exhibit a significant anisotropic microstructure 
which in turn leads to anisotropic sintering behavior. By applying the Discrete Element 
Method (DEM) we are able to investigate the sintering process on the grain scale and show 
how anisotropic grain arrangements lead to anisotropy in macroscopic quantities like the 
strain rate. These DEM simulations are compared to a micromechanical, anisotropic liquid-
phase sintering model. By implementing the model into a finite element program simulating 
anisotropic sintering of complex shaped 3D parts becomes possible.  
 
 
1. Introduction 
 
Sintering theory developed continuously from the late 1940s onwards. Current investigations 
deal often with numerical modelling in a more or less detailed manner. In most of these 
approaches continuum mechanical models have been used [1]. By implementing an adequate 
constitutive sintering model into a finite element program, it is possible to predict distortions 
due to gravity or an inhomogeneous green density even for complex shaped 3D parts. 
However, a mechanism that is still poorly understood is anisotropic shrinkage due to an 
anisotropic microstructure of the green body [2]. Thus, to improve modelling of such systems 
a better understanding of the fundamental reasons for anisotropic behaviour is necessary. 
 
 
2. Discrete Element Method applied to Liquid Phase Sintering 
 
The Discrete Element Method is a general simulation scheme that allows simulating processes 
in powder technology like die filling, compaction or sintering on a grain-scale [3,4]. Thus, 
effects caused by rearrangement or anisotropic configurations are considered by design. 
Between particles appropriate forces must be derived to properly describe the desired process. 
 
Each particle is represented by its position vector ri, velocity vi and mass mi. The time 
evolution is determined by Newton’s equations of motion. These equations of motions are 
integrated in discrete time intervals Δt by means of a Velocity-Verlet propagation scheme 
Boundary conditions allowing to specify a desired stress state (e.g. σ = 0 for free sintering) 
are used. This is achieved by employing a proportional controller which computes the 
macroscopic strain rate ijε&  on the simulation box needed to obtain the prescribed stress. Each 
face of the simulation box and all particles are displaced in every time step by txx jiji Δ=Δ ε& . 
For affine movement (no rearrangement) the propagation scheme is deactivated. 
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The force laws used for the DEM sintering simulations are based on the liquid phase sintering 
model derived by Svoboda et al. [5]. The attractive sintering force can be written as the sum 
of a contribution caused by the effective liquid pressure and the solid-liquid interface energy 
 

RcRFFF sllslls /22 2πγπγ +−=+=     (1) 
 
where γl is the specific surface energy of the liquid, γsl the specific surface energy of the solid-
liquid interface, c the radius of the contact area and R the particle radius. 
 
Additionally, a viscous force arises due to diffusion 
 

δ
δ

π &R
DC

Tck
L

cF
bbl

B
v ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
Ω

+
Ω

=
4

1 2
2     (2) 

 
with L being the reaction constant for solution or precipitation, kB the Boltzmann constant, T 
the temperature, Cl the concentration in the liquid collar, Ω the atomic volume of the 
dissolving species, δbDb the grain boundary thickness times the diffusions coefficient of the 
solid atoms in the liquid grain boundary. 
 
These forces are contact forces which only act when two particles touch each other. A long-
range capillary force Fb caused by liquid bridges between particle pairs is also considered [6] 
 

RdC
lb RF /2e2 −= πγ      (3) 

 
Here d is the separation between two particles and C2 a material constant associated with the 
surface tension of the liquid. A break-up distance of 0.4 R for the liquid bridge is assumed. 
 
 
3. Micromechanical modeling 
 
To derive the analytical constitutive equation for the deformation of a powder aggregate due 
to liquid phase sintering, macroscopic tensors of sintering stress and viscosity are formulated 
in terms of the previously described contact forces (the form is similar to the quantities of [7])  
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ijklC  is the viscosity tensor,  is the stress tensor, n  the unit vector,  the relative density 

and  the contact density. The integration is performed over the unit sphere Ω. 

s
ijσ D

z η  results from 
the viscous force and  contains the other forces. Both tensors have an anisotropic nature. 
They describe the material behaviour in a linear viscous law with 

sF

 
)( s

ijijijklij C σσε −=&      (5) 
 
In the isotropic case, the tensor quantities reduce to the equations used in [5]. The orientation 
distributions of contacts and contact area yield an anisotropic material behaviour. The inner 
variables, relative density and contact area distribution, are updated similar to Ref. [8]. 
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4. Simulation results 
 
For the following simulations a periodic cell consisting of 
about 15,000 spherical particles is used. To generate a 
particle arrangement that exhibits significant anisotropy the 
initial configuration is first uniaxially compacted to a 
relative density of 70% by employing a DEM cold 
compaction simulation [4]. The initial anisotropy in the 
contact area distribution is shown in Fig. 1. In this graph 
the distance to the origin corresponds to the size of the 
contact area in the specific direction. Because of radial 
isotropy a 2D representation is sufficient. Starting from this 
configuration free sintering simulations are performed. For 
better comparison with the micromechanical model particle 
rearrangement is deactivated. The initial contact area 
distribution depicted in Fig. 1 is also used as the starting 
point for the micromechanical simulations. The contact 
number distribution (i.e. particles directly touching each 
other) shows a similar, albeit notably smaller anisotropy. 
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Figure 1. Initial contact area 
distribution after DEM 
compaction simulation used 
for all sintering simulations. 

 
Important quantities describing the anisotropic 
sintering behavior of the sintering body are the 
shrinkage rates in radial and axial direction. 
Because of the initial anisotropy the shrinkage 
rates significantly differ at first. At the 
beginning of free sintering (D = 70%) the 
shrinkage rate in radial direction is almost 7 
times higher than in axial direction (see Fig. 2). 
This can be explained by that fact that the 
viscous force from Eq. (2) has a quadratic 
dependence on the contact area which means 
that a larger contact area corresponds to a 
lower sintering rate. Because the initial 
configuration has significantly larger contact 

areas on average in axial direction this leads to a lower shrinkage rate in that direction. 
However, because of the lower shrinkage rates the contact areas in axial direction also 
develop more slowly, which means that the anisotropy is reduced over time.  

Figure 2. Ratio of shrinkage rates (radial 
to axial direction) for different models. 

 
Both the DEM simulation and the micromechanical model show similar trends with the shape 
of the shrinkage ratio curves being almost identical. This is independent of the use of long-
range capillary forces. However, for higher densities there is a slight difference: While the 
analytic curve tends to 1.0 (corresponding to isotropic sintering), the DEM based simulations 
show a final strain rate ratio of about 1.1. This trend is also visible when looking at the ratio 
of average contact areas in radial and axial direction. Again, the analytic model shows a 
convergence towards 1.0 while for particle simulations a small anisotropy is left.  
 
This difference in the two models indicates that while in this case anisotropic behaviour is 
largely determined by the anisotropy in the contact area distribution there might be other  
factors not captured in the micromechanical model which have an additional (albeit small) 
influence. One contributing factor might be the initial anisotropy in the number of contacts 
which is also reduced over time but at a faster pace than the contact area. In the analytic 
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model this influence is only considered by a linear evolution equation while in the DEM 
based simulations the contact number increases for lower densities strongly non-linear.  
 
 
+5. Continuum Mechanical Implementation 
 

The micromechanical model was 
implemented as a material subroutine for the 
finite element program ABAQUS/Standard. 
This allows the simulation of complex 
shaped 3D parts on a macroscopic scale. Fig. 
3 shows a demonstration example of such a 
continuum mechanical simulation. Here a 
pre-compacted 3D part (uniaxial in z 
direction) is sintering with a load being 
applied during sintering from the middle to 
the right side of the component in y 
direction. Accordingly higher strains can be 
observed in the right side of the part although 
in this case the differences are very small. 
  

 

Figure 3. Finite Element Simulations of 
Anisotropic Sintering Behaviour 
(highlighted by strain rate in y direction). 

6. Conclusions 
 
By applying the Discrete Element Method to the simulation of liquid-phase sintering it was 
shown that this method is well-suited to describe anisotropic behavior. The leading 
mechanisms for anisotropy during sintering were identified to be an anisotropic initial 
configuration in the distribution of contact areas throughout the green body and the way 
particles are arranged. It was also shown that anisotropy is reduced over time. The simulations 
results are in good agreement with a corresponding micromechanical model although some 
open questions remain. This offers the possibility to further improve the analytical model and 
its finite element implementation which in turn could lead to even better model prediction.  
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ABSTRACT

Molecular dynamics simulations are conducted on misfit dislocations at semi-coherent
interface between Ni and Ni3Al single crystals. After the initial relaxation, network-like
misfit dislocations are found on the interface along [110] and [1̄10] directions, as observed
in experiments. An ideal sphere indenter is then plunged into the surface of Ni phase
to nucleate dislocations and approach them to the misfit dislocations. It is revealed
that the mesh nodes of misfit dislocations attract a prismatic dislocation loop generated
under the tip and change their morphology.

1. Introduction

The network-like misfit dislocations are found on the interfaces between gamma matrix
and rafted gamma-prime precipitates in Ni-based superalloys [1]. It is also reported
that the mesh spacing of the network definitely relates to the creep resistance. Thus we
have tried to model the cutting phenomena between the network and mobile dislocations
in the gamma matrix by using 3D discrete dislocation dynamics [2]; however, there is
so far no study on the short-range interaction between misfit dislocations and actual
dislocations gliding in mono-lattice. Thus we have performed molecular dynamics sim-
ulations on the laminate structure of Ni and Ni3Al single crystals with different number
of atomic planes, reporting the core structure of misfit dislocations and its motion under
the tension/compression normal or parallel to the interface [3]. In the present study,
similar semi-coherent interface and misfit dislocations are made in Ni/Ni3Al laminate
plate and an ideal sphere indenter is plunged into the Ni surface, in order to reveal the
interaction between the misfit dislocations and mobile ones in mono-lattice.

2. Simlation procedure

The interatomic potential adopted here is the embedded atom method (EAM), of which
functions and parameters are proposed by Voter and Chen [4]. Single crystalline plates
of Ni and Ni3Al are attached each other under the periodic boundary conditions in
the x and y directions, or [100] and [010], respectively, as shown in Fig. 1(a). The Ni
phase (γ) has the dimensions of 50 × 50 × 15 fcc lattices while that of the Ni3Al phase
(γ′) is changed either 49 × 49 × 15 or 48 × 48 × 15 L12 lattices. In order to aboid
the misfit concentration at the periodic boundaries, the lattice parameter of γ and γ′

are adjusted to 49aγ′ = 50aγ or 48aγ′ = 50aγ in the initial configuration. Then they
are relaxed by molecular dynamics simulation of 15000 fs, changing the cell size in the
x and y directions to cancel the normal stress. Figures 1 (b) and (c) show the misfit
dislocations on the γ and γ′ interface after the initial relaxation. The dislocation core
is visualized by the common neighbor analysis (CNA) [5] and the upper γ atoms are
eliminated in the figures. Then an spherical indenter of 5 nm radius is plunged into the
γ surface, as schematically illustrated in Fig. 1 (a). The atoms receive repulsive force
from the center of indenter tip according to the potential V (r) = Aθ(R − r)(R − r)3,
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Fig. 2 Indentation force–depth behavior and dislocation motion.

where A is a force constant, θ(R− r) is the step function, R the indenter radius and r is
distance between atom and the tip center [6]. In the present study, the force constant of
A = 5.0×102 nN/nm2, the constant tip speed of 10¡4 nm/fs and the the maximum depth
of 5 nm are adopted. The temperature is controlled at 10K during the simulations.

3. Results and discussion

Figure 2(a) indicates the indentation depth–force curves. There is slight difference in the
repulsive force acting on the tip, despite of the network spacing. Figs. 2(b)∼(g) shows the
motion of dislocation and other defects visualized by CNA. The dark shaded circles are
the defect or dislocation core, while the light shaded ones, except the upper and lower
surface, are the hcp atoms or stacking faults between Shockley partials. Dislocation
burst emerges beneath the tip around the indentation depth of d = 1.5 nm, which is the
flexion point in the depth–force curve. Before the burst, we can find some defects from
the dislocation network into the γ′ phase. We have already reported that the network
dislocation could be a source of dislocation under external loading [3]; however, the
defects don’t grow as a loop but a line in the present simulation. This might be an
embryo of screw dislocation between the mesh node and the lower surface. After the
burst, it is difficult to find out the difference in the growth and emission of prismatic
dislocation with these 3D view.
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Fig. 3 Morphology of dislocations at the interface.

In order to reveal the morphology change in the network dislocation, Fig. 3 shows the
CNA defects within the slab region of 1 nm thickness at the γ/γ′ interface. In Fig. 3(f),
the center mesh of narrow network is already distorted at the indentation of d = 2nm
since the leading edge of prismatic loop is comparable with the mesh. It is of interest that
the mesh becomes concave inward despite the atoms are pushed-out by the indentation.
On the other hand, the change in the wide network is relatively small and we can find the
cross-sectional lines of prismatic loops in the mesh (Fig. 3(b)). At the depth of d = 3nm,
the gliding dislocations definitely interact with misfit dislocations. Each intersection of
dislocation network attract a prismatic loop, resulting in the morphology change at
the mesh node as indicated with the circle in Figs. 3(c) and (g). The leading edge of
prismatic loop keeps glinding into the γ′ phase even after changing the morphology of
mesh node; however, the trailing edge tends to stay on the interface.
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ABSTRACT 
 
 

The microstructure and texture changes underneath a conical nanoindent in Cu (111) single 
crystals are investigated. The theoretical investigation is carried out by introducing the 
problem into a 3D crystal plasticity based finite element simulation where two different 
constitutive material models are used. The theoretical findings are compared with 
experimental observations revealed form a 3D experiment which uses sets of subsequent  
(11 -2) planes conducted in serial sectioning by a focused ion beam (FIB) system in the form 
of a cross-beam 3D crystal orientation microscope (3D EBSD). The used elastic-viscoplastic 
crystal plasticity model predicts a pronounced deformation-induced 3D patterning of the 
lattice rotations below the indent. This is characterized by an outer tangent zone with large 
absolute values of the rotations and an inner zone closer to the indenter axis with small 
rotations. Yet it fails to predict the fine details of the rotation patterning with the frequent 
changes in sign observed in the experiment and over-emphasizes the magnitude of the 
rotation field compared with the experiments. These differences between simulation and 
experiment encouraged the implementation of a physically-based crystal plasticity model for 
FCC materials into the crystal plasticity FEM. The model adopts the evolution of the 
dislocation density as a source of material hardening. A dependency of the six pile-up pattern 
around the indent on the crystallographic orientation could be established. 
 
1. Introduction 
 
With the Nanoindentation testing method the mechanical properties of materials at the 
microstructural scales can be determined. This could be very useful for studying local 
mechanical response of modern miniaturized electronic and engineering devices, micro-
mechanical systems and material thin coatings. Beside the commonly extracted force-
displacement curves from the nanoindentation test an enhanced understanding of indentation 
mechanics might enable one to extract and address a larger spectrum of constitutive material 
parameters than before. A few previous works [1-4] could be found dealing with the 
microstructural analysis in small-scale indentation testing. This could be due to the 
complicated boundary and kinematic conditions, microstructural size effects, anisotropy, and 
heterogeneity of the deformation and stress fields around the indent. In that context this study 
addresses as one particular aspect of nanoindentation the formation of the crystallographic 
texture evolution caused by the applicationof tha nanoindent in a Cu single crystal and the 
corresponding deformation zone around the indent. The crystal plasticity finite element 
simulations are essential for the interpretation of the observed rotation fields. They allow us 
not only to establish the relationship between crystallographic shear and texture but provide 
also information about the spatial 3D distribution of the individual shear rates on the active 
slip systems that entail the observed lattice rotations. 
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2. Modeling and Simulation 
 

2.1 Constitutive Models 
 
Two different material models are introduced to the FE code in order to simulate the 
nanoindentation of a {111} single crystal copper with a conical indent of 1.5 μm tip radius. 
The depth of the indentation is 1μm. The constitutive laws for the phenomenological model 
are based on power law relations. The elasto-visco plastic model introduced by Kalidindi et 
al. [5] is based on a crystal plasticity model. The model is designed for the prediction of the 
evolution of the crystallographic texture based on the phenomenology of the face centered 
cubic (FCC) lattice. The hardening law on a slip system α is given by 
 

(
1 m

0 sign
s

/

α
α

α

τ
γ γ τ=& & )α      (1) 

 
where αγ&  is the shear rate on the slip system subjected to the resolved shear stress  having 
a slip resistance of s

ατ

α . oγ&  and m are material parameters and stand for the reference shearing 
rate and the rate sensitivity of slip. The physically-based model [6] adopts Orowan equation 
as a base for the flow rule and the evolution of the statistically stored dislocations ( ) as 
the source of the material hardening 

SSDρ

 

σ= f ( SSDρ )      (2) 
 
where (σ) represents the stress state of the material. 
The behavior of the governing equations of the two models is influenced by the choice of the 
material fitting parameters integrated in them. In order to determine proper values for them a 
compression test is performed on a copper single crystal. The experimental stress-strain curve 
is used through fitting in determining the materials parameters. As shown in Fig.1. a very 
good agreement between models and experiment characteristics could be achieved. For 
detailed information about the parameter values refer to [6] and [7]. 
 

 
Figure 1. Stress-strain curves used for fitting the parameters contained in the two models 

 
2.2 Finite element models 

 
The constitutive models mentioned above were implemented in the finite element code 
MARC via user-defined subroutine HYPELA2 for the simulation of the indentation of the Cu 
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single crystal. The mesh consisted of 4312 elements and 5224 nodes. The elements are of 3D-
hexahedral type with 8 integration points. Near the center of the indented area, special care 
was taken when meshing the sample due to the high probability to obtain heavily distorted 
elements. The indenter is treated as a rigid body. As a boundary condition the lower face of 
the cylinder is kept fixed. Otherwise, each node possesses three translational and three 
rotational degrees of freedom. The friction between the indenter and the sample was assumed 
to be zero. 
 
3. Results and Discussion 
 
Comparison of the simulated crystal rotations with the experimental data underneath the 
indent shows that the physically-based model -Fig.2c- predicts the frequent changes in sign of 
the rotation patterning about the [11-2] crystal direction obtained experimentally -Fig.2b- 
better than the simulations with the elasto-visco plastic model shown in Fig.2a. 
 

 
Figure 2.  The crystal rotation pattern underneath the indent around [11-2] direction for 
a) phenomenological model , b) EBSD measurement and c) physically-based model 
(light color = ccw rotation, dark color = cw rotation)

 
 
 
 
Figs. 3a and 3b represent the pile-up pattern around the indent for the two models. The 
experimental results are compared with an AFM scan of the surface surrounding the scan. A 
sixfold pile-up pattern could be detected around the indent in the simulation using both 
models. However some descrepencies of the material pile-up could be observed between the 
phenomenological findings and the experiment. A better agreement with the measured 
topography could be detected with the physically-based model. This is to be expected, as the 
fitted values assigned for the parameters in the latter model are based on the physics of the 
movement of the deformed material. Thus they would give a better representation of the 
behaviour of the material. 
 

 
Figure 3.  Pile-up pattern around the indent on (111) surface resulting from  

a) phenomenological model , b) AFM measurement and c) physically-based model 
 
On the other hand, an investigation of the active slip systems on the surface of the sample and 
around the indent shows that beside some secondry slip system a sixfold pattern of different 
slip systems is dominating, as shown in Fig. 4. This suggests that the pile-up patterning 
around the indent might be a consequence of the activation of a small set of slip systems 
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carrying most of the material translation. This slip motion does not interact with the 
secondary slip systems, which results in small strain hardening. Consequently, a significant 
amount of parallel dislocations will glide along a small volume, leading to the initiation of the 
pile-up pattern.  
 

 
Figure 4. Schematic representation showing the active slip systems acting in regions 

around the surface of a 1μm deep nanoindent in {111} Cu single crystal 
 
In general, the physically-based crystal plasticity model enhances the prediction of the 
material properties. It also allows us to obtain better results by implementing the effect of 
strain gradients induced in the indented region. 
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ABSTRACT

A statistical one-parameter dislocation model is proposed to explain the influence of
high-angle grain boundaries on the deformation with emphasis on the steady state. The
evolution of dislocation density is modeled from the rates of generation and annihilation
of dislocations. At low homologous temperatures where spontaneous dislocation annihi-
lation prevails, the deformation resistance increases with decreasing grain size according
to the Hall-Petch relation. At elevated temperatures fast thermally activated (climb con-
trolled) annihilation of dislocations at grain boundaries leads to a relative minimum of
steady-state deformation resistance as function of grain size.

1. Introduction

There is now little doubt that the deformation resistance is controlled by dislocation mech-
anisms down to grain sizes d ≈ 20 nm [1]. The behavior of ultrafine-grained (ufg) and
nanocrystalline (nc) materials differs distinctly from that of materials with conventional
grain size (cg). The limitation of the dislocation mean free path by the high-angle grain
boundaries enhances the rate at which dislocations are generated. On the other hand,
the grain boundaries with their relatively open atomic structure facilitate loss of dislo-
cations by thermally activated processes. The superposition of both effects explains the
strengthening as well as the softening in the steady state of deformation due to fine grains.

2. Model

Lattice dislocations arriving at high-angle grain boundaries generally keep their character
as linear defects. This is illustrated by the fact that these extrinsic grain boundary
dislocations can be made visible by transmission electron microscopy.

A lattice edge dislocation entering a high-angle boundary from one of the two neighboring
crystallites forms a step at the surface of that crystal while the surface of the neighboring
crystal remains unchanged (Fig. 1a). Analogous single-sided steps result from glide in
the second crystallite. Even though the two steps in Fig. 1a differ due to differences in
slip systems of the two grains, they can react by diffusive processes in the boundary to
form a ledge with reduced stress field (Fig. 1c). In an approximative manner we treat
this process of ledge formation from two single-sided steps as dissolution of a dislocation
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Figure 1: Recombination of dislocations at high-angle grain boundaries (gb). (a) single-
side steps due to extrinsic edge dislocation, (b) schematic dislocation picture of
(a), (c) stress-free grain boundary ledge after recombination of steps by climb
in grain boundary.

dipole (Fig. 1b). The steady state of the grain boundary structure then results from the
dynamic equilibrium of generation of extrinsic boundary dislocations by glide within the
grains and their recombination in the grain boundaries.

The basic equations of the model are as follows. The flow stress σ is related to the
dislocation length ρ per volume [2]:

σ = α M G b
√

ρf + f ρgb (1)

(M : Taylor factor, G: shear modulus, b: Burgers vector length). α is the interaction
constant for lattice dislocations; subscripts f and gb refer to free and grain boundary
dislocations, respectively. f ≤ 1 is a weighting factor. The thermal component of flow
stress has been neglected in (1). The geometrical relation between ρgb and dislocation
length per grain boundary area is:

ρgb = Ngb ·
2

d
. (2)

Free dislocations are generated at a rate

ρ̇+
f =

M

b kf ρ−0.5
f

· ε̇ kf = 33.6 + 60 (d/µm )−1 . (3)

It varies in inverse proportion to the average spacing of free dislocations ρ−0.5
f and in direct

proportion to the (plastic) strain rate ε̇. The d-dependence of kf captures the reduction in
the rate of dislocation storage within the grain interior occurring when the mean free path
of dislocations approaches the grain size d. The length of extrinsic boundary dislocations
per boundary area increases at the rate

Ṅ+
gb =

kgb M

b
· ε̇ , (4)
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where kgb is a constant according to simple geometry [3]. The rates at which free and
boundary dislocations disappear from the material are the sum of spontaneous (spon) and
thermally activated (therm) processes:

ρ̇− = ρ̇−,spon + ρ̇−,therm . (5)

The spontaneous annihilation rates are of the form [4, 5]:

ρ̇−,spon =
M

b
ε̇ 2dspon ×

ρ

ng

, (6)

where dspon is the capture distance for spontaneous annihilation and ng is the number of
dominant slips systems. The expressions for dislocation loss by climb read:

ρ̇−,therm
f =

2

ξ2 π (1− ν)

G Ω

kB T
Dv ρ2

f (7)

Ṅ−,therm
gb =

1

π (1− ν)

G Ω

kB T
δgbDgb N4

gb . (8)

An important difference between (7) and (8) is that climb is controlled by the coefficient of
lattice diffusion Dv and of grain boundary diffusion Dgb, respectively (Ω: atomic volume,
δ: grain boundary width, ν: Poisson’s ratio, kB: Boltzmann constant, ξ = 0.5).

The steady state solution for the deformation resistance is obtained by equating the rates
of generation and annihilation of dislocations [6].

3. Result

The model was applied to pure Cu taking existing material data and estimating unknown
model parameters. The results obtained for the steady state deformation resistance at
ambient temperature are displayed in Fig. 2 as function of grain size. At normal rates
of deformation above 10−5 s−1 the flow stress is athermal due to control of dislocation
loss by spontaneous annihilation. The flow stress increases monotonically with decreas-
ing grain size in proportion to d−0.5. At low rates of deformation, however, thermally
activated climb becomes important. This leads the flow stress to become dependent on
plastic strain rate ε̇. Due to the differences in the dislocation loss processes inside the
grains and at the boundaries, a decrease in grain size from conventional size of 50 µm to
ultrafine size of 0.35 µm makes the material softer. This result is in reasonable agreement
with experimental data [3, 5]. Note that the softening relates only to the steady state
of deformation and not to the yield stress which is lower for cg Cu compared to ufg Cu.
With d decreasing further into the nc range there is a further enhancement of the rate at
which extrinsic dislocations are generated at the boundaries. In consequence of that the
curves shift to the right in Fig. 2. This is also consistent with experimental data [6]. The
shift means that softening is no longer observed in the steady state of deformation.

4. Concluding remarks
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Figure 2: Steady state deformation resistance ε̇-σ of pure Cu at room temperature calcu-
lated from the model as function of grain size.

The model presented above is certainly oversimplified. However, the quantitative consid-
eration of generation and loss of dislocations in the grains and at the grain boundaries
yields a simple qualitative picture of how the deformation resistance depends on grain
size. It should be noted that direct contributions of grain boundaries to deformation by
sliding and diffusive flow were not necessary to explain the material behavior. However,
such processes will certainly occur and modify the deformation resistance established by
the dislocation processes considered in this work [7].1
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