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ABSTRACT

We present a phase field model for the coupled simulation of microstructure formation and

evolution and the nucleation and propagation of cracks in single crystal ferroelectric materials.

Based on variational approaches, the total energy of a ferroelectric material considering brittle

fracture is introduced. Simulation results show a twin formation during crack propagation.

Interactions between the twins and the crack are investigated under mechanical and electro-

mechanical loads. Various effects of these interactions on the crack propagation such as the

fracture toughening are also evaluated. The results prove the capabilities of the proposed model

to establish a link between the material microstructure and the crack propagation.

1. Introduction

Ferroelectric ceramics are a family of brittle and multi-phase materials possessing unique elec-

tromechanical coupling properties. These materials are employed commonly as sensors, actua-

tors and transducers. The microstructure of these materials is strongly dependent on the loading

conditions. Microstructural changes also happen around pre-exisiting or propagating cracks

due to interactions between the crack tip stress fields and the localized switching phenomena

in this zone. This suggests that these microscopic phenomena should be taken into account

in the analysis of the fracture behavior of ferroelectrics. One important aspect is the fracture

toughening governed by ferroelectric twins or domains. The formation and arrangement of

the twins around the crack can inhibit the crack propagation. To simulate this phenomenon, a

mathematical model is proposed based on phase field, variational approaches to ferroelectric

domain evolution and crack propagation [1]. To derive the microstructural evolution, we fol-

low the phase field model based on a Ginsburg-Landau description of ferroelectric materials

[2]. This family of continuum models explicitly describes the formation and evolution of in-

dividual ferroelectric domains in single crystals. Regarding the model of brittle fracture, we

follow a regularized variational formulation of brittle fracture, which allows crack nucleation,

branching, path identification, and interaction between multiple cracks without remeshing [3].

This formulation involves the minimization of a total energy with respect to any admissible

crack set and displacement field, which can be efficiently performed with specialized numerical

algorithms. The variational character of these two distinct theories allows for a natural cou-

pling. The general form of the total energy is introduced in the next section. Simulation results

are also presented to investigate interactions between the material microstructure and the crack

propagation.
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2. Coupled Model

The total energy of a ferroelectric body occupying a region Ω may be written as

Hκ[u,p, φ, v] =

∫

Ω

[

(v2 + ηκ)F [u,p] + Hes(p,∇φ)
]

dΩ

+ Gc

∫

Ω

[

(1 − v)2

4κ
+ κ|∇v|2

]

dΩ, (1)

where u is mechanical displacement, p is polarization, φ is electric potential, F is the electro-

elastic energy density and Gc is the critical energy release rate or the surface energy density in

Griffith’s theory. The scalar field v provides a diffuse representation of the fracture zone, κ is a

positive regularization constant to regulate the diffusion of the fracture zone and ηκ is a positive

small value to avoid the singularity of the first part of the energy. This functional is minimized

in subsequent load increments, imposing additionally an irreversibility condition, namely that

the field v (informally, a measure of the integrity of the material) can only decrease at any point

in space during the incremental process. It has been shown that, as long as ηκ converges to

zero faster than κ, this regularized theory converges to the sharp theory of brittle fracture. This

means that the minimizers of this energy will develop localized features, in particular localized

regions with low or zero values of v, where the smeared crack is located. Indeed, for sufficiently

small κ, the value of v becomes close to zero in a neighborhood of the fracture zone, and close

to one outside. The multi-well energy density F for ferroelectric materials is defined such that

it has four minima corresponding to the four variants of the tetragonal phase with normalized

polarization p′ = (1,0),(0,1),(-1,0) and (0,-1). The electro-static energy density Hes is associated

with the polarization and the electric field E = −∇φ and it is defined according to the crack

face boundary conditions we want to model. Here we consider permeable conditions, which

assume that the crack is electrically perfect. The first and second parts of the total energy

in Eqn. (1) represent the bulk and surface energy contributions, respectively. The proposed

algorithm to minimize the total energy performs alternating energy minimizations with respect

to polarization, mechanical displacement, electric potential and v subsequently. Iterating this

algorithm until convergence leads to a steady state formation of ferroelectric domains and the

fracture zone for each load step, which physically means that the load is applied much slower

than the relaxation time of the microstructure.

3. Numerical Simulations

The model has been exercised with different electro-mechanical loads and different initial po-

larization orientations [1]. Here, we show a set of representative simulations. A square cell

is discretized with finite elements and a monotonically increasing mechanical displacement is

applied on the top and bottom sides of the square to pull both sides gradually with time. This

mechanical load effectively guarantees the initiation and evolution of a crack through the model.

The top and bottom sides of the model are fixed at zero electric potential. The model is polarized

with an initial horizontal polarization. Four steps of ferroelectric domains evolution and crack

propagation are presented in Fig. 1. Switched polarization vectors form a wing-shaped twins in

front of the crack tip in Fig.1(a). These twins grow with the load until they reach the boundary

of the model at top and bottom sides. Further growth of these twins are accommodated by a

formation of multiple twins presented in Fig.1(b). This kind of twinning resembles a process

zone where multiple twins interact with the crack tip. To evaluate the effects of twinning on

the crack propagation, the evolution of the normalized surface energy as a function of the load

step is presented in Fig.2. This graph is also obtained for a single-phase material by running
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Figure 1: Microstructure fracture evolution at four load steps. The left column is the evolution

steps of domains or microstructure and the right column is the corresponding steps of fracture

propagation. Domains orientations are indicated with arrows and the fracture zone is presented

with the contour of v field. The filtered area of the v field (v = 0) is the black line which shows

the crack position in each step. The red arrows represent the twins in front of the crack tip.
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the simulation with the fixed polarization. Since twinning does not happen in the single-phase

model, its surface energy evolution is considered as a reference graph to be compared with

the multi-phase one. The four steps presented in Fig.1 are marked with the points in Fig.2. It

is obvious in this figure that the energy of multi-phase model is gradually separated from the

single-phase graph and it shows slower evolution rate. This is a retarding effect of the 90o fer-

roelastic domain switching on the crack propagation. This effect becomes more pronounced as

the switched zone grows and wing-shaped twins appear in front of the crack tip in Fig.1(a). The

energy evolution during the following load steps shows a slow-fast crack propagation. This is

due to the formation of multiple twins in front of the crack presented in Fig.1(b)-(d). The cor-

responding points b, c and d in Fig.2 indicate the starting points of the slow crack propagation.

Owing to the longer c axis, compressive stresses in the y direction are induced by the vertical

twins, leading to this strong toughening effect.
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Figure 2: Evolution of the surface energy as a function of the load step. The graphs are obtained

considering single and multi-phase models. The points correspond to the load steps in Fig.1.
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This work presents a novel damage-coupled micromechanical formulation for  
semicrystalline polyethylene. The model describes the deformation and 
degradation processes in polyethylene under uniaxial tension considering the 
interplay between the amorphous and crystalline phases and following a 
Continuum Damage Mechanics approach from a microstructural viewpoint. The 
material morphology is modelled as a collection of inclusions consisting of 
crystalline material attached to an amorphous layer. The interface region 
interconnecting the two phases is the plane through which loads are carried. It is 
assumed that the constitutive model contains complete information about the 
mechanical behaviour and degradation processes of each constituent. After 
modelling the two phases independently, the inclusion behaviour is found by 
applying some compatibility and equilibrium restrictions along the interface plane. 
The model provides a rational representation of the damage process of the 
intermolecular bonds holding crystals and of the tie-molecules connecting 
neighbouring crystallites. For the crystalline phase, the proposed model considers 
the deformation mechanisms by the theory of crystallographic slip and 
incorporates the effects of intracrystalline debonding and fragmentation. For the 
amorphous phase, the model is developed within a thermodynamic framework 
able to describe the features of the material behavior. Amorphous phase 
hardening is considered into the model and associated to the molecular 
configurations arising during the deformation process. The equation governing 
damage evolution is obtained by choosing a particular form based on internal 
energy and entropy. The predicted stress-strain behavior and texture evolution are 
compared with experimental results and numerical simulations from the literature. 
The proposed model predicts the progressive loss of material stiffness attributed to 
the crystal fragmentation and molecular debonding of the crystal-amorphous 
interfaces. 
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ABSTRACT

We present a study of 3D dilute dislocation dynamics in BCC crystals based on discrete
crystal elasticity. Ideas are borrowed from discrete differential calculus and algebraic ge-
ometry to construct a mechanics of discrete lattices. Stored energy of discrete dislocation
loops of increasing size are evaluated as part of discrete dislocation dynamics simulations
with fully atomistic resolution.

1. Introduction

The notion of lattice complexes provides a convenient means of manipulating forms and
fields defined over the crystal. Atomic interactions are accounted for via linearized embed-
ded atom potentials thus allowing for the application of efficient fast Fourier transform.
Dislocations are treated within the theory as energy minimizing structures that lead to
locally lattice-invariant but globally incompatible eigendeformations. The discrete na-
ture of the theory automatically eliminates the need for core cutoffs. In order to avoid
inordinate computational effort that does not lead to explicit laws of macroscopic behav-
ior, in this work we compute the limiting form of the stored energy in the dilute limit.
This limit can be characterized explicitly in terms of key material properties such as
the prelogarithmic factor of the discrete dislocation cores, and can be evaluated in O(N)
time, in contrast to conventional dislocation dynamics approaches where the calculation
of stored energies requires O(N2) time, thus effectively supply a Fast Multiscale Model of
dislocation dynamics.

2. Stored Energy of Discrete Dislocations

Within the harmonic approach, the energy of a crystal is a convex function of the dis-
placement field. The underlying crystalline structure, however, allows for displacements
that leave the lattice-invariant. In this way, the total energy of a crystal is a non-convex
function of the displacements when crystallographic slip is allowed. In this context we
apply the theory of eigendeformations1. The plastic distortion in a slipped crystal may
be written as

βij =
N∑

α=1

γαsα
i mα

j (1)

the sum runs over all the available slip systems in the crystals. The energy of the crystal,
as a functional of the displacement field and the eigendeformation, is given by

E(u, β) =
∫

V

1

2
Cijkl(ui,j − βij)(uk,l − βkl)dV (2)
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which is now quadratic in the elastic distortion field βe
ij = ui,j −βij and piecewise quadratic

in ui,j where Cijkl are the usual elastic moduli.

2.1 Eigendeformations in Discrete Lattices

Analogously, within the discrete formulation, the energy of a harmonic crystal admits the
representation3

E(u) =
1

2π

∫

[−π,π]n

1

2

〈
Ψ̂(θ)d̂u(θ), d̂u

∗

(θ)
〉

dnθ (3)

E(u) =
1

2π

∫

[−π,π]n

1

2

〈
Φ̂(θ)û(θ), û∗(θ)

〉
dnθ (4)

where Ψ and Φ are the force-constant fields of the lattice and ∗ denotes the convolution
operation. The force-constant fields are related as

Φ̂ = QT

1
Ψ̂Q∗

1
(5)

where Q1 is the matrix that provides the Discrete Fourier Transform (DFT) representation
of the differential operator for 1-forms3. In the spirit of the eigendeformation theory, the
elastic energy may be assumed to be of the form

E(u, β) =
1

2
〈B(du − β), du − β〉 (6)

which replaces representation (3) in the presence of eigendeformations. The equilibrium
problem is given by

Au = f + δBβ (7)

where δBβ may be regarded as a distribution of eigenforces corresponding to the eigen-
deformations β. Provided that the lattice is stable, the equilibrium displacements follow
as

u = A−1(f + δBβ) (8)

Finally, the corresponding minimum potential energy is

F (β) =
1

2
〈Bβ, β〉 −

1

2

〈
A−1δBβ, δBβ

〉
(9)

In the theory of continuosly distributed elastic dislocations, a result of Mura1 shows that
the energy E(β) can in fact be expressed directly as a function E(α) of the dislocation
density field α and is independent of the choice of slip distribution β used to define α. By
virtue of the discrete Hodge-Helmholtz decomposition for perfect lattices3, the energy in
function of density dislocation can be written as

E(α) =
1

2

〈
Bδ∆−1α, δ∆−1α

〉
−

1

2

〈
A−1δBδ∆−1α, δBδ∆−1α

〉
≡

1

2
〈Γ ∗ α, α〉 (10)

where Γ is twice the interaction energy between two unit dislocations. In applications we
shall work often with the DFT representation

E(α) =
1

(2π)3

∫ π

−π

∫ π

−π

∫ π

−π

1

2

〈
Γ̂(θ)α̂(θ), α̂(θ)∗

〉
dθ1dθ2 (11)

where
Γ̂(θ) = ∆̂−T

2
Q∗

2
(Ψ̂ − Ψ̂Q∗

1
Φ̂−1QT

1
Ψ̂)QT

2
∆−1

2
(12)
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If the force constants are of finite range, i. e., if Φ and Ψ vanish for all but a finite number of
sites, then the sum that gives their DFT is finite and it follows that Φ̂, Ψ̂ ∈ C∞([−π, π]3).

If, in addition, the lattice is stable and has no soft modes, then Φ̂ and Ψ̂ are invertible
in the perforated Brillouin zone [−π, π]3\{0} and, hence, Φ̂−1, Ψ̂−1 and, by extension,

Γ̂(θ) are likewise smooth in that set. Since the set E2 of 2-cells in BCC defines a Bravais

lattice, it follows that Γ̂(−θ) = Γ̂(θ), i. e., Γ̂(θ) is even. In addition, since Γ̂(θ) is the DFT

of a real-valued function we have Γ̂∗(θ) = Γ̂(−θ) = Γ̂(θ), whence it follows that Γ̂(θ) is
itself real valued.

Figure 1: Elementary dislocation loops (generators of the group B2) for the body-centered
cubic lattice. Elementary loop on a cartesian segment (right) and elementary loop on a
diagonal segment (left).

3. Aplications

As a first illustration of the theory, we have computed the stored energy of dislocation
loops of increasing size embedded in periodic cells in a BCC crystal. Within the dual space
we can define a dislocation line as an ordered sequence of elementary dual segments. In
the present work be have studied different configurations corresponding to closed dislo-
cations lines obtained as a sum of elementary dislocation loops (Fig. 2). In all cases, the
simulation cells contain 1 million molybdenum atoms (N = 100). The computed stored
energy values are listed in Table 1.

Figure 2: Dislocation lines as a sum of 4 (continuous line) and 28 (dashed line) elementary
dislocation loops.
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Table 1: Stored energy values obtained for dislocation loops of increasing size.

Elementary loops Stored Energy [eV ]
1 1.92
4 4.76
28 23.52

4. Summary and conclusions

We have presented an application of the discrete theory of dislocations of Ariza and Ortiz3

to the analysis of dislocations in BCC crystals. We have presented a discrete model for the
calculation of the stored energy in a crystal containing a closed dislocation loop as part of
a Fast Multiscale Model of dislocation dynamics leading to the explicit characterization
of work hardening.
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ABSTRACT

The purpose of this work is the formulation of models for extended or gradient crystal plas-

ticity via the application of a recently developed rate variational approach to the formulation

of continuum thermodynamic models for history-dependent, inelastic systems. The approach

is based on the formulation of rate potentials whose form is determined by (i) energetic pro-

cesses via the free energy, (ii) kinetic processes via the dissipation potential, and (iii) the form

of the evolution relations for the internal-variable-like quantities upon which the free energy

and dissipation potential depend. For the case of extended crystal plasticity, these latter quanti-

ties include for example the inelastic local deformation, or dislocation densities. In the current

work, two classes of dislocation densities are considered.

1. Continuum thermodynamic framework

To begin, we summarize briefly the results of the continuum thermodynamic rate variational

formulation of Svendsen and Bargmann [15] to multiscale crystal plasticity based on [14, 12].

For simplicity, attention is restricted to quasi-static, isothermal processes. Let Br be a ref-

erence configuration of the material in question with boundary ∂Br and outward unit normal

nr. Further, let χ be the time-dependent deformation field of the material with respect to Br,

F := ∇rχ the local deformation or deformation gradient with respect to Br. The inelastic part

FP of F is modeled as usual via the flow rule ḞP = LPFP in terms of LP =
∑

a(sa ⊗ na) γ̇a

and the set γ = {γ1, . . .} of scalar-valued glide-system slip fields. Here, sa and na represent

the glide direction and glide normal, respectively, of glide-system a. The direction ta = na×sa

transverse to sa in the glide plane is also used in what follows.

The thermodynamic formulation here is restricted to (metallic) crystal plasticity as based on the

common constitutive split ψr(∇rχ,FP, ǫ) = ψEr(FE(∇rχ,FP))+ψPr(FP, ǫ) of the referential

free energy density ψr into elastic ψEr and inelastic ψPr parts. Here, FE = ∇rχF−1
P = ∇iχ

represents the elastic local deformation, and ǫ is a set of dislocation densities. The evolu-

tion of these is modeled by a relation of the form ǫ̇(. . . , γ̇ ,∇rγ̇) quasi-linear in γ̇ and ∇rγ̇ .

Together, the constitutive forms of ψr, ḞP and ǫ̇ determine that ζr(. . . ,∇rχ̇, γ̇ ,∇rγ̇) of the en-

ergy storage rate density ζr. Kinetics-controlled inelastic processes, e.g., dislocation activation,

are accounted for in the current approach via a dissipation potential χr = χr(. . . , γ̇ ,∇rγ̇) for

the current isothermal case including lengthscale-dependent activation of dislocation processes

[16, 1, 3]. Besides the momentum balance, the stationarity conditions of the rate functional with

volume density ζr + χr yield a generalized glide-system flow rule σa = ∂γ̇
a

χr − divr(∂∇rγ̇
a

χr)
in Br in terms of the generalized thermodynamic conjugate σa = −∂γ̇

a

ζr + divr(∂∇rγ̇
a

ζr) to γ̇a.
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Here, −∂γ̇
a

ζr depends in particular on the Schmid stress τa = sa · F T
E ∂F

E

ψErna. In addition,

xa = −divr(∂∇rγ̇
a

ζr) is the glide-system back stress. For more details, the interested reader is

referred to Svendsen and Bargmann [15]. For brevity, attention is focused in the remainder of

this work on models for the dislocation densities composing ǫ and the corresponding form of

ψPr(FP, ǫ). These determine in turn ζr, and so σa as well as the glide-system back stress xa.

2. Model examples

A common model class in the literature [e.g., 7, 5, 9, 11, 10, 6, 4] is based on the choice

ǫ ≡ (̺ss
1 , ̺

ss
2 , . . . , ̺

gn
1 , ̺

gn
2 , . . .) depending on the sets ̺ss

1 , ̺
ss
2 , . . . and ̺gn

1 , ̺
gn
2 , . . . of scalar dis-

location densities1 for statistically-stored (ss) dislocations (SSDs) and geometrically-necessary

(gn) dislocations (GNDs), respectively As shown in detail in Svendsen and Bargmann [15], the

GND models in [7, 5, 9, 11, 10, 6, 4] are all based on generalizations of the Ashby model

[2]. For example, the models of Gurtin [10] and Kuroda and Tvergaard [11] are based on the

large-deformation generalizations ˙̺ ge
a = −F−1

P s̄a · ∇rγ̇a and ˙̺ gs
a = F−1

P t̄a · ∇rγ̇a of the Ashby

model for pure-edge and pure-screw GND densities, respectively, with s̄a = b sa, t̄a = b ta and

n̄a = bna. The formulation of this model in the current context is based on the constitutive

forms ψPr(ǫ) =
∑

a
1
2
hg

0 (|̺ ge
a |2 + |̺ gs

a |2) of the inelastic free energy density in terms of the

hardening modulus hg
0. Then

ζvr = ∂F
E

ψEr F−T
P ·∇rχ̇−

∑

a

τa γ̇a −
∑

a

hg
0 ̺

ge
a F−1

P s̄a ·∇rγ̇a +
∑

a

hg
0 ̺

gs
a F−1

P t̄a ·∇rγ̇a (1)

follows for the stored energy rate density, and so

σa = τa − xa ,

xa = h g
0 F−1

P s̄a · ∇r̺ ge
a − h g

0 F−1
P t̄a · ∇r̺ gs

a + (h g
0 ̺

ge
a s̄a − h g

0 ̺
gs
a t̄a) · fP ,

(2)

in terms of the large-deformation-based quantity fP = divr F−T
P model by

ḟP = −
∑

a

{(sa · fP) γ̇a + F−1
P sa · ∇rγ̇a}na . (3)

For more details, the reader is referred to Svendsen and Bargmann [15].

In a sense, the models of the above class represent GNDs as being of pure edge, or pure screw,

character. In general, however, GNDs will be of mixed character. A step in this direction

for large deformation is given by the non-dimensional vector-valued measure ̺ia with ˙̺ ia =
˙̺ ge
a sa + ˙̺ gs

a ta, representing a direct generalization of the Ashby model. Indeed, this is related

to the vector-valued (non-dimensional) dislocation density gra determining the glide-system-

based form Gr =
∑

a sa⊗gra [e.g., 14, 12] of the non-dimensional generalized Nye dislocation

tensor Gr in the context of plastic incompressibility. We have

ġra = F−1
P ˙̺ ia + γ̇a GT

r na = ∇rγ̇a × F T
P n̄a + γ̇a GT

r na . (4)

Note that gia = FP gra is indeed of mixed character. In particular, sa · gia represents its screw

part, ta · gia its in-plane edge part, and na · gia its out-of-plane edge part. Since ˙̺ ia is perpen-

dicular to na, the evolution of the out-of-plane component na · gia of gia is not influence by

1Here in non-dimensioal form ̺ := b2ρ, where b is the Burgers vector magnitude, and ρ the dimensional

dislocation density.
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the inhomogeneity of γ̇a. In this sense, the evolution relation for gia is in qualitative agreement

with the GND concept of Ashby [2].

Assume now that the dislocation tensor, or its glide-system projection, is a reasonable measure

of energy storage due to excess dislocation development in the system. Then ǫ ≡ (gr1, . . .) and

ψPr(FP, ǫ) = ψPr(FP, gr1, . . .), yielding

ζr = ∂F
E

ψEr F−T
P · ∇rχ̇

−
∑

a

{τa − Gr ∂gra
ψPr · na − sa · ∂F

P

ψPr F T
P na} γ̇a

+
∑

a

F T
P n̄a × ∂gra

ψPr · ∇rγ̇a

(5)

and

σa = τa − Gr ∂gra
ψPr · na − sa · ∂F

P

ψPr F T
P na − xa ,

xa = {FP curlr ∂gra
ψPr − Gr ∂gra

ψPr} · na .
(6)

The standard example of ψPr(FP, gr1, . . .) is the ubiquitous quasi-quadratic form

ψPr(FP, gr1, . . .) =
∑

a

∑

b

1
2
hab FP gra · FP grb (7)

formally analogous to such relations for SSD-based hardening [e.g., 8]. Such a form is obtained

for example from that

ψPr =
1

2
hg

0 |Gi|2 =
1

2

∑

a

∑

b

hg
0 (sa · sb) gia · gib (8)

with Gi = GrF
T
P and

|Gi| =

√

∑

a

∑

b

(sa · sb) gia · gib . (9)

Then hab = hg (sa·sb) is symmetric. Note the role of the direction cosines sa·sb, a, b = 1, 2, . . .,
between the various glide directions as weighting factors in the form for ψPr based on |Gi|.
Exactly this type of weighting factor has been derived on the basis of statistical mechanical

considerations by Limkumnerd and van der Giessen [13].

Further such considerations as well as additional model examples will be given at the meeting.
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A breakthrough in the general hypothesis of spatially homogeneous intra-granular 
fields accepted in mean field approaches based on the classic Eshelby’s inclusion 
problem is proposed. Intra-granular slip patterns (slip bands…) are modeled in 
single slip configurations both by distributions of coaxial circular glide loops [1] and 
flat ellipsoids (also called oblate spheroids) [2] constrained by spherical grain 
boundaries. The mechanical interactions between slip bands are taken into 
account to obtain the mechanical fields and the free energy. It is then found that 
intra-granular mechanical fields strongly depend on the grain size and the slip line 
spacing. In addition, in the case of glide loops, the modeling is able to capture 
different behaviors between near grain boundary regions and grain interiors. In 
particular, a grain boundary layer containing strong gradients of internal stresses 
and lattice rotations is found. These results are confirmed quantitatively by EBSD 
measurements of intra-granular misorientations carried out with orientation 
imaging mapping (OIM) on deformed Ni poly-crystals and on specific grains 
undergoing “quasi” single slip [3].  Furthermore, as a result of the computation of 
the free energy, an average back-stress over the grain (in the case of loops) or 
over slip bands (in the case of oblate spheroids) can be derived so that it is 
possible to define new interaction laws for poly-crystal’s behavior which are 
naturally dependent on internal lengths [2,4]. Hence, using a “diluted” model in 
terms of concentration of plastic grains, the macroscopic deformation of fcc poly-
crystals at very low plastic strains are computed either in rate-independent or rate-
dependent plasticity. Contrary to conventional mean-field approaches, internal 
length scale effects on the initial strain hardening stage are reported for both types 
of configurations.  
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A fundamental difficulty for modeling in metallic glasses (MGs) is the inherent 
multi-scale nature of the involved processes. For example, the activation of shear 
transformation zones (STZs), the smallest flow defects in MGs, takes place on a 
timescale of tens of picoseconds, whereas the formation of shear bands (SBs) 
occurs over periods up to milliseconds. Similarly, the SB thickness can exceed 
hundreds of nanometers, and the produced shear offset can be in the micron 
range, whereas the sizes of STZs are of the order of nanometers.  
In contrast to crystalline materials, where the multiscale modeling approach has 
been well established by passing information between atomistic simulations, 
dislocation dynamics and crystal plasticity models, the development of mesoscale 
and constitutive models of MG plasticity is still in its infancy. This is in part due to 
the lack of an adequate description of deformation induced structural damage, and 
of how this damage affects mechanical softening and STZ operation. In particular, 
the homogeneous deformation of MGs is currently believed to be isotropic and 
damage due to prior deformation is usually characterized by scalar variables like 
the generation of excess free volume or the decrease in topological short range 
order.  
Here we show evidence for the need of directional state variables to model 
appropriately MG deformation. Molecular dynamics (MD) simulations and 
experiments using elastostatic compression on CuZr-based MGs show that 
homogeneous deformation by uniaxial compression affects the subsequent 
deformation in the directions orthogonal to the initial loading direction. A detailed 
analysis of the simulations results relates this behavior to irreversible structural 
changes during the initial deformation. The implications for mesoscopic modeling 
of MGs are discussed, and an STZ based computational model is presented which 
utilizes statistical information about shear transformations and damage 
accumulation from atomistic simulations. 
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Near-threshold fatigue crack propagation is fatal for many engineering applications 

ranging from train wheels to sensing devices on the micrometer scale. During this 

failure mechanism only a small material domain deforms plastically and the crack 

growth takes place on a scale of Angstroms per cycle. Although the crack advance 

per load-cycle is minute, structures fail due to this mechanism by accumulation of 

crack advance during many million cycles. This study aims at understanding the 

fatigue crack propagation mechanisms. It  will  investigate small-scale dislocation 

activity in the proximity of the crack tip and crack advance.

To  accomplish  this,  a  multiscale  model  using  Molecular  Dynamics  (MD)  and 

Discrete Dislocation Dynamics (DDD) is being established. The domain around the 

crack tip, in which dislocations nucleate and the crack grows, is simulated by MD 

and thus free of phenomenological rules and assumptions. However, the spatial 

domain of the MD domain is small due to the computational expense of the model. 

To  overcome this  limitation,  in  our  model  the  MD domain  is  surrounded by  a 

numerically efficient DDD domain, in which the motion of discrete dislocations is 

studied. We make sure that dislocations can move from the MD domain into the 

DDD domain and do not pile up at the interface. The multiscale model uses the 

concept of point-forces to glue both models of different spatial scales.

In this contribution, we introduce this novel model and discuss its benefits and 

limitations.  A  short  overview  will  focus  on  some  of  the  main  obstacles  in 

developing this multiscale model: computational architecture, strong fluctuations in 

atomic  forces,  etc.  Examples  of  applications  will  be  given,  demonstrating  how 

dislocations that are generated in the MD domain move into the DDD domain. 
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The mechanical properties of semiconductor nanostructures are currently 
attracting considerable interest, not only because of potential applications in 
electronic devices, but also because these nanostructures are model systems for 
studying the elementary mechanisms of plasticity. Besides, their mechanical 
properties characterisation has revealed very different behaviours compared to 
what is known in bulk materials. For example, experimental observations in 
semiconductor nanopillars show that they could be ductile at room temperature 
whereas their bulk form is brittle. The explanation for such behaviours probably 
lies in the origin of the plasticity in these systems. In this work, we focused on the 
onset of plasticity in silicon thin films and nanowires free of any initial defect. 
Molecular dynamics simulations with well-tested potentials are used for this study. 
 
For thin films we observed dislocation nucleation from {100} surface irregularities 
when submitted to stress. According to the temperature and the stress magnitude, 
two distinct regimes of plasticity have been observed: one at high temperature and 
low stress where partial dislocations propagate in the glide set planes, and one at 
low temperature and high stress where dislocations propagate in the shuffle set 
planes. 
 
For nanowires with [001] axis and square section, stresses have been applied 
along the nanowire axis to investigate the elastic limit as a function of the 
temperature, the strain rate and the nanowire diameter. For almost all tests, we 
have observed dislocation nucleation from lateral surface or corner of the 
nanowire. In particular in compression, a unusual glide system, [10 -1](101), have 
been activated. This unexpected behaviour may be rationalised by considering the 
generalised stacking fault energy surface along the (101) plane, determined for the 
different potentials and from ab initio calculations. 
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This paper addresses an analysis of the stress field as well as the Energy Release 
Rates (ERR) associated with the main crack propagating into its surrounding 
Damage Zone (DZ) or the so-called Fracture Process Zone (FPZ) composed 
mainly of crazing patterns. Expressions for translation (J) and isotrope expansion 
(M) representing the active parts of crack driving forces ERR are formulated in a 
purely theoretical context.  These elementary movements correspond to the active 
parts of crack driving forces occurring during the interactions of the DZ with the 
main crack. In the study, J and M integrals are the ERR due to the translational of 
both the crack and the DZ and the ERR due to the expansion energy of the DZ, 
respectively. Even though,  a study that the crazes growth occurs along directions 
parallel to the minor principal stress axis and constitutes an important toughening 
mechanism. Thus, the mode I Stress Intensity Factor (SIF) is employed to quantify 
effects of this damage on the main crack. Therefore, a relation between the J- 
integral and the M-integral are established under the assumption mentioned 
above. It is also proven that the M-integral is equivalent to the decrease of the total 
potential energy of the microcracking solids although the strongly interacting 
situations are taken into account. On the other hands, the J-integral due to the 
linear propagation of the crack and also due to the translational change in the 
growth of the damage is used to confirm that crazes closer to the main crack 
dominate the resulting interaction effect and reflect an anti-shielding of the 
damage while a reduction constitutes a material toughness. 
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The plastic deformation of metals is primarily governed by dislocation generation 
and motion. While the onset of plastic yield corresponds to triggering of dislocation 
motion, subsequent hardening is mainly controlled by interaction of gliding 
dislocations with other lattice defects. Point defects can be considered as the 
simplest crystal defects that are always present within the material. Experimental 
results show that if the density of point defects increases, e.g., under irradiation 
conditions, the yield point and the flow stress also change significantly. These 
changes of macroscopic properties are directly related to the processes at the 
atomic scale where the dislocation motion becomes strongly influenced by the 
numerous point defects. 
 
In the present work we investigate the influence of vacancies on the mobility of 
dislocations in various body-centered cubic (bcc) metals by means of atomistic 
simulations. The Nudged Elastic Band (NEB) method has been implemented to 
determine the changes of the energy barriers for the dislocation motion as well as 
for the vacancy migration near the dislocation cores. To describe the inter-atomic 
interactions, we employed the bond-order potentials, which are based on the tight-
binding theory and are therefore able to describe correctly directional covalent 
bonds that are crucial for the cohesion and structure of bcc transition metals. 
 
Our simulation results show that the dislocation mobility may be strongly 
influenced by the presence of vacancies and the change of the energy barrier 
depends sensitively on the vacancy position. Additionally, the vacancy diffusion 
within the dislocation cores can be high compared to that in the bulk.  Based on 
the atomistic results, we will discuss possible influences on the macroscopic 
mechanical behavior of the investigated materials. 
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Simultaneously with the increased utilization of complex materials, the demand for 
multi-scale modeling has developed. In computational homogenization, the  
mechanical equilibrium of the macroscale problem is solved in a nested manner 
with the equilibrium of the underlying microstructure. This technique is very 
powerful and versatile, especially in the applications where overall material 
properties are influenced by applied strain paths and microstructural evolution. 
 
However, structural analyses beyond the point of strain localization and up to the 
point of fracture are not possible with classical computational homogenization 
scheme. Computational homogenization hinges on a separation of scales for both 
the characteristic length of microstructural as well as the loading. The 
development of a strain localization band in the microstructure, inevitably limits the 
concept of homogenization. This implies that classical computational 
homogenization schemes are not equipped to handle strain localization at both 
scales in a consistent way. 
 
In this work, an innovative multi-scale framework has been developed, which 
correctly upscales the effect of microscale damage on macroscale fracture. The 
new scheme, divides the microscopic deformation into a bulk and localization type 
of deformation. The macroscopic continuum is enriched with a cohesive discrete 
crack, which lumps the microstructural strain localization and the residual load 
carrying capacity. This overcomes the limitation of classical schemes. 
 
The two-scale framework involves an enhanced equilibrium formulation for the 
macroscale, dedicated scale transition relations to couple both scales and special 
boundary conditions for the microstructural volume element to allow the 
development of microstructural strain localization. This will be presented and 
illustrated by some numerical examples. 
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ABSTRACT

The application of discrete dislocation dynamics methods to study materials with realistic yield

stresses and realistic cohesive strengths requires new algorithms. Here, limitations of the stan-

dard algorithms are discussed, and then new algorithms to overcome these limitations are pre-

sented and their successes demonstrated by example. With these new methods, the stability,

accuracy and robustness of the DD methodology for the study of deformation and fracture is

greatly improved.

1. Introduction

Discrete dislocation (DD) methods have emerged over the last two decades as a means to

study plastic deformation at the sub-continuum scale, providing fundamental understanding

of strengthening/hardening phenomena and of size effects in plasticity. Fully three-dimensional

DD models have been used primarily to study strain hardening due to dislocation forest in-

teractions in nominally homogeneous blocks of material under uniform loading at the largest

scales1,2,3,4,5, individual dislocation/obstacle interactions6,7,8,9, and individual dislocation loop/

crack tip interactions10 at the smallest scales and, most recently, tension, compression and bend-

ing in micro/nanoscale pillars or beams11,12. For solving complex boundary value problems, the

use of 2d plane-strain DD models13 is common due to high computational cost of 3d DD14. The

two-dimensional plane-strain DD method has been used to provide insight into a variety of frac-

ture problems including fatigue crack growth in single crystals15, crack growth in thin films16,

confined layers17 and bi-material interfaces18.

A common approach to modeling crack growth in both DD and continuum plasticity is through

the use of a cohesive zone model as a continuum model of the complex non-linear separation

of atomic planes. The primary properties of a cohesive zone model in realistic material systems

are the cohesive strength σcoh, typically 2-20 GPa, and the fracture energy Γ0, typically a few

J/m2. Two characteristic lengths associated with the cohesive zone are the critical opening

δc ∼ Γ0/σcoh, typically 0.1 nm and thus comparable to the dislocation Burgers vector, and the

critical cohesive length δcoh ∼ µΓ0/σ
2
coh, typically 1 nm. Resolving stress and strain fields

over the nanometer scale, capturing the interaction of dislocations with a nanoscale cohesive

zone, and modeling crack growth over the several microns needed to establish material fracture

resistance, present severe computational challenges. Existing DD studies of deformation and

fracture have thus used idealized material systems with low flow stresses (σy ≤ 100 MPa) and

low cohesive strengths (σcoh ≤ 1 GPa) to extract trends in behavior as a function of σcoh/σy and

other material parameters. It is thus of great interest to extend the capability of the DD method

to encompass a broader and more realistic range of material properties.

Here we present several computational enhancements and modifications to algorithms reported

in the literature to enable DD modeling of fracture in realistic material systems. The paper is
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organized as follows. In the next section we describe the general framework for DD modeling

of deformation and fracture. In Sections 3, 4, 5 and 6, we present the details of the existing algo-

rithms, their limitations, and new algorithms that overcome these limitations. In the last section

we present an example of the successful implementation of the set of modified algorithms to a

system with material properties corresponding to a realistic material.

2. Discrete Dislocation formulation

The small strain discrete dislocation dynamics (DD) formulation of Van der Giessen and Needle-

man 13 treats edge dislocations as line defects with Burgers vector b in a plane strain, isotropic

elastic single-crystal material, and the changes in geometry due to slip are neglected. The crys-

tal has three slip systems at angles φα, α = 1 . . . 3 relative to the x1 axis. Slip planes on each

slip system are introduced with a spacing of d along the x1 axis. Along each slip plane are

placed dislocation sources of strength τs and dislocation obstacles of strength τobs. The areal

densities of sources and obstacles are denoted as ρs and ρobs respectively. Dislocations nucle-

ated from a source on a given slip plane are constrained to glide on that slip plane. Dislocation

nucleation from a source occurs when the resolved shear stress on the source exceeds the criti-

cal value τs for a time period tnuc. The initial separation Lnuc of the dipole is chosen such that

the dislocation dipole would be in equilibrium under the stress τs. Dislocations of opposite sign

on the same slip plane are annihilated if they are within a critical distance Le = 6b. Disloca-

tions pinned at obstacles are released when the resolved shear stress exceeds the strength of the

obstacle τobs. The glide motion of dislocations is controlled by a mobility law, where the dis-

location velocity v glide is proportional to the Peach-Koehler force (Fpk) on the dislocation as

v = Fpk/B where B is the mobility coefficient. The Peach-Koehler force is Fpk = τpkb, where

τpk is the total resolved shear stress along the glide plane of the dislocation and is composed

of contributions from the applied stress, dislocation/dislocation interactions, and image stresses

due to imposed boundary conditions. To compute τpk, a superposition method is used wherein

total fields are decomposed into the sum of (i) an analytic singular (∼) fields generated by the

dislocations in an infinite or semi-infinite space and (ii) a corrective (∧) field that accounts for

the image forces, the actual problem geometry, and the boundary conditions, which is computed

using finite elements13.

To model fracture, we insert an initial crack into the material described above such that the ini-

tial crack tip is at the origin and introduce a cohesive zone model along the crack line ahead of

the initial tip and a remote stress intensity (K) field is imposed (see Fig. 4a). The computational

strategy is carried out in an incremental manner. At each time step, (i) the value of the remote

K field is increased, (ii) the Peach-Koehler forces Fpk on all dislocations are computed, (iii)

the dislocation structure is updated by motion of existing dislocations, nucleation of new dislo-

cations, annihilation, pinning at obstacles, and dislocations exiting from free surfaces, and (iv)

the stress and strain state for the updated dislocation structure using the superposition scheme

is calculated.

In each of the following sections, details of one standard algorithm are described and the short-

comings identified. A new algorithm is then presented that alleviates the shortcomings, as

demonstrated by example.
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3. Gradient correction to the velocity

The equation of motion for the dislocations along the glide plane is dx/dt = v = Fpk/B. This

equation of motion is typically integrated using the forward Euler (FE) method, so that the new

position of the dislocation is given by x(t+∆t) = x(t)+v(x(t))∆t. In most DD simulations, a

maximum time step ∆t = 5x10−10s has been used along with a maximum dislocation velocity

20 m/s19 along with an additional underrelaxation scheme. Segurado et al. 20 have investigated

the effects of the velocity cut-off and the time step, showing that the macroscopic uniaxial ten-

sile response and the resulting dislocation structures are significantly influenced. Furthermore,

we have found that when the plastic flow stress is controlled mainly by the obstacles, with en-

suing pileups, that the time-step, velocity cut-off, and underrelaxation, can unduly influence the

dislocation unpinning from obstacles. This is easily seen in the simple problem of a dislocation

pileup generated by a single source with strength τs surrounded by two obstacles with infinite

strength at a distance Lobs/2 on either side of the source. For an equilibrium pile-up of n dislo-

cations, the stress on the pinned dislocation should n times the applied stress21. Figure 1 shows

the stress on the pinned dislocation versus the applied stress as simulated using the standard

algorithms. The behavior should be smooth in between successive nucleation events from the

source, and show discrete jumps upon each nucleation event. Despite the use of underrelaxation

and a velocity cut-off, severe oscillations are observed, which arises from incorrect dislocation

positions in the pileup stemming from the numerical algorithms. For a time step of 5x10−10s,

oscillations are observed with as few as three dislocations in the pileup. When the obstacle has

a finite strength, the oscillations can cause premature unpinning of a pinned dislocation, and

lead to a lack of control over the material yield stress. Other artifacts also arise that we will not

discuss here.
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Figure 1: Stress on the pinned dislocation in a symmetric pileup versus applied stress, for a

single source with strength τs = 50 MPa and obstacle spacing Lobs = 200 nm. Each step in the

curve is associated with the nucleation of a new dislocation dipole. Oscillations with standard

forward euler method and its elimination with the gradient velocity correction are shown.

The problems above stem mainly from rapidly varying stress fields due to closely spaced dislo-

cations, particularly in pile-ups. The Backward Euler method, given by

x(t +∆t) = x(t) + v(x(t +∆t))∆t (1)

has higher order accuracy and stability but requires the velocity at the end of the time step,

which usually involves an expensive and cumbersome implicit solution process. However, a

simple estimate for v(x(t + ∆t)) can be obtained by expanding it in a Taylor series, using the

mobility law, and manipulating to solve for the velocity

155



v(x(t +∆t)) =
1

B

Fpk

(1− 1
B

∂Fpk

∂x
∆t)

(2)

The correction in (2) reflects the fact that over the time period ∆t the dislocation moves through

a spatially-varying force field. When the field gradient is large, the correction improves the

net dislocation motion in comparison to the forward Euler scheme, leading to more accurate

dislocation positions and avoiding spurious large interaction forces arising when dislocations

become too close together. Since the dislocation interactions are available as analytical fields,

their spatial derivatives are also available in analytical form and the overall computation effort

can be easily minimized when the Fast Multipole method (FMM) is used to accelerate the

computation of dislocation interactions. Using the above correction, the velocity cut-off is set

to 1000 m/s, which is consistent with the maximum dislocation velocity reported in atomistic

simulations22. Results for the single pileup problem simulated using the gradient correction

show complete elimination of the oscillations (Figure 1). While some oscillations appear when

there are multiple dislocations on multiple slip systems if the time step is too large, a time

step of ∆t ≤ 5x10−11s eliminates all oscillations and circumvents the need for any additional

underrelaxation algorithms.

4. Dislocation nucleation

In most DD simulations reported to date, a dislocation dipole is instantaneously nucleated at a

distance Lnuc/2 on each side of the source when the stress on the source has been greater than

the nucleation stress τs for a time period tnuc. For sources located close to the crack plane, the

abrupt injection of a dislocation dipole results in a sudden jump in the displacement field on

the crack boundary and causes numerical instabilities. In addition, in large pile-up situations

(strong obstacles), the abrupt injection of the dipole into the existing pile-up generates spurious

forces on the pile-up dislocations, inducing oscillations similar to those seen in Figure 1a.

To minimize the above problems, we introduce a dipole gradually over the nucleation time tnuc,
such that Burgers vector and separation increase linearly with time as

bdipole(t) = b
t

tnuc
, 0 < t ≤ tnuc, τ > τs (3)

xdipole(t) = Lnuc

t

tnuc
, 0 < t ≤ tnuc, τ > τs (4)

Equations (3) and (4) ensure that these “latent” dipoles have the correct Burgers vector and are

at the proper nucleation distance when t = tnuc. Algorithmically, the “latent” dislocations are

not subjected to the mobility law until t = tnuc, but do contribute to the Peach-Koehler forces

on all dislocations, and to the displacements and tractions on the boundaries. If at some time

t0 < tnuc the stress on the source drops below the nucleation stress, the Burgers vector and

position of the dipole are then reduced linearly toward zero, i.e. equations (3) and (4) are used

with t replaced by t0 − t.
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5. Dislocation/Cohesive Zone (CZ) Interactions

For the fracture problem, the cohesive tractions along the crack plane are described by a non-

linear traction-separation (T - ∆) law, where ∆ depends on the displacement fields u. In accor-

dance with the standard superposition scheme ∆ = ∆̂ + ∆̃, the cohesive tractions at the end of

end of an increment are T t+∆t = T (∆̃t+∆t + ∆̂t+∆t). However, during the incremental load-

ing procedure, the updated dislocation fields ∆̃t+∆t are known and ∆̂t+∆t is the quantity that

needs to be solved for. Therefore, expanding ∆̂t+∆t into a Taylor series we obtain the linearized

traction at the end of the increment as

T t+∆t = T (∆̃t+∆t + ∆̂t)−
∂T (∆̃t+∆t + ∆̂t)

∂∆
˙̂
∆∆t (5)

where ∂T
∂∆

is a cohesive stiffness, the superscript t indicates time and a superposed dot denotes

differentiation in time. The incremental traction T t+∆t is then imposed on the boundary, the

finite element solution for
˙̂
∆ is computed and the field is updated using ∆̂t+∆t = ∆̂t +

˙̂
∆∆t.

The linearization of the CZ tractions and the linear incremental solution process is only valid

when the sum (∆̃i+∆̂i) is smaller than δc and ∆t is small. When ∆̃t+∆t
i > δc, the superposition

of the dislocation displacement field in (5) causes an initially closed CZ to open. Since the

superposed fields lie in the non-linear portion of the (T - ∆) law, the subsequent FEM solution

is incorrect, leading to an incorrect solution for the total opening. With the use of realistic

material properties, δc < b, dislocation fields of order b, which is equivalent to the interaction of

a single dislocation with the cohesive zone, can lead to failure of the superposition scheme. The

use of adaptive time stepping and Newton-Raphson iterative schemes do not reliably resolve

the issue even for time increments equal to 1x10−12 s. This behavior is illustrated in Fig. 2,

where upper plots show the dislocation displaacement field (∆̃) along the crack line while the

lower plots show the resulting crack opening profile obtained from the finite element solution,

for two different snapshots in time of a DD/CZ simulation. The solution from the standard

superposition is smooth (Fig. 2a) when ∆̃ < b but as ∆̃ approaches b (Fig. 2b) the numerical

solution displays incorrect and extreme oscillatory behavior, illustrating failure of the standard

superposition scheme.
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Figure 2: Normalized displacement along the crack line: upper plot shows displacement due to

dislocations (∆̃); lower plot shows the crack opening profile obtained from FEM solution and

DD superposition. a) ∆̃ << b, both superposition schemes are nearly identical and the crack

opening is smoothly varying. b) ∆̃ ∼ b, for which numerical instabilities arise with standard

superposition while the alternative approach remains smooth. Material parameters are Γ0 = 1.1
J/m2, σcoh = 7 GPa, δc = 0.059 nm and b = 0.25 nm.
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To avoid the above problem, which is fundamentally a failure of the superposition method ap-

plied to a non-linear cohesive zone, we use the alternative superposition scheme of O’Day and

Curtin 23 . The O’Day and Curtin 23 method is similar in spirit to the Eshelby inclusion prob-

lem24. Briefly, two problems are solved: (i) a standard DD problem in the domain where DD

plasticity is permitted, but subjected to zero traction or zero displacement boundary conditions

independent of the actual boundary conditions; and (ii) an elastic/cohesive zone problem of the

entire domain without dislocations, with all the desired loading and boundary conditions, and

with the negative of the tractions developed along the displacement boundaries of Problem (i)

also imposed. Superposition of Problems (i) and (ii) then yields the exact solution of the posed

boundary value problem. Problem (i) is solved using the standard DD methodology but with the

special boundary conditions while Problem (ii) is solved using standard finite element method-

ology with a Newton-Raphson (NR) iterative scheme to accurately capture the non-linearity of

the cohesive zone model. In this approach, superposition is applied only within the DD domain

and not along its boundaries. The cohesive zone thus lies outside the domain of superposition.

Dislocation interactions with the cohesive zone are captured through the tractions developed in

the DD Problem (i) that are imposed on the cohesive zone in Problem (ii). Transmission of

dislocations into the cohesive zone can still occur, thereby opening the cohesive zone as should

occur physically, but without spurious instabilities due to an inappropriate use of superposition.

Figure 2 shows that instabilities reported with the standard superposition are eliminated with

the use of alternate superposition. We note that this problem does not obviously arise in most

prior DD simulations, where σcoh ≤ 1 GPa and δc >> b.

6. Moving Mesh Method

For any problem involving a cohesive zone model, a finite element mesh must resolve the high

stresses and stress gradients in the vicinity of the crack tip as it moves. The minimum element

size near the crack tip is ∼ δcoh/3, as determined via numerical studies. For realistic cohesive

zone properties, δc ∼ 0.1 nm and δcoh ∼ 1 nm, requiring a mesh on the Angstrom scale. At

the same time, however, fracture toughness in the presence of plasticity is achieved only after

significant (1-100 microns) crack growth and development of a plastic wake. Capturing microns

of crack growth with sub-Angstrom mesh sizes requires innovative computational methods;

a simple uniform sub-Angstrom mesh extending over microns of material is computationally

intractable. Previous DD studies have thus used lower cohesive strengths, corresponding to

increased δcoh > 100 nm and larger mesh sizes, and have not always investigated crack growth

sufficient to establish the entire resistance curve.

Standard adaptive meshing methods involve re-meshing, which requires costly decomposition

of the stiffness matrix with every re-meshing operation. For elasticity problems, such as the

DD corrective solution, this can be avoided using by using what we term the ”moving mesh”

method. The essence of this method is that, in a frame of reference moving with the crack tip,

the dislocations, and all field variables including those of the cohesive zone, can be considered

as moving in the opposite direction. The moving mesh method allows the crack to grow forward

for some distance and then shifts the dislocations, and field variables backward by exactly that

amount, re-establishing the crack tip at the original location relative to the original mesh, leaving

the stiffness matrix unchanged. A more detailed description is given below.

A uniform mesh of size ∆xunif = δcoh/4, suitable for resolving the cohesive zone, is placed

around the initial crack tip, extending a distance Xunif ahead of the crack tip. Further away,

the mesh size increases smoothly with increasing distance from the crack tip. During loading,

the crack tip position is monitored at each increment. If the crack tip position passes a pre-
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Figure 3: a) Schematic of the moving mesh method, showing the backward translation of all slip

planes, dislocations, and field quantities, including crack plane displacements, after the crack

has grown forward by some small amount.b) Stress intensity versus crack growth, as computed

using the moving mesh method (solid line) with ∆Xunif = 35δcoh = 1.1 µm, xmm = 20δcoh
and a fixed mesh of the same fine-scale resolution (dashed line), ∆Xunif = 4 µm, xmm = 4
µm. Material properties are Γ0 = 1.1 J/m2, σcoh = 1 GPa and σY = 200 MPa, giving δcoh = 32
nm.

selected distance xmm, which is an even integer multiple of ∆xunif , then all finite element

field quantities (stresses, strains and displacements) are interpolated from any nodal position

x to a location x − xmm/2. All dislocation slip planes are also moved from positions xslip

to xslip − xmm/2. Figure 3a shows a typical near tip mesh and schematic of the interpolation

process. With xmm and Xunif integer multiples of ∆xunif , the interpolation in the uniform mesh

region around the crack tip is exact and is equivalent to transferring field quantities from a nodal

position i to a position i − Nmm, where Nmm = int(xmm/2∆xunif). Small errors associated

with the interpolation of field quantities and evaluation of dislocation stresses outside of the

uniform mesh region are then eliminated by performing a new corrective field solution with

all dislocations fixed at the new positions. Since the mesh remains fixed, the stiffness matrix

remains unchanged during these processes. The method ensures that the crack tip is always

located between 0 and xmm, and thus in the regime of full resolution for the cohesive zone.

The extent of the uniform mesh ahead of the crack tip determines the accuracy of the solution.

Numerical studies over the parameter range Xunif = 10δcoh to 50δcoh with xmm ≈ Xunif/2
show that Xunif = 20δcoh is sufficient to produce mesh independent results. Figure 3b shows

the crack resistance curve as calculated using the moving mesh computation and using a mesh of

the same fine-scale resolution but extending over the entire length of the crack growth shown.

The results are essentially identical because the precise evolution of the dislocation system

and crack growth are sensitive to round-off errors (reflecting the chaotic aspects of dislocation

dynamics)25, so that small differences due to the meshing, away from the crack tip region

modify the crack growth process.

7. Modeling of Crack Growth

Here, we demonstrate that the collective set of algorithms described above permit for the stable

calculation of extensive crack growth in a material with both high yield stress and high cohesive

strength. Prior to that demonstration, we comment on other developments that are pertinent to

DD modeling of plastic flow and fracture. First, we have recently shown that the DD material

properties can be tuned to obtain a desired yield stress26. An analytic model based on the
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traditional source/obstacle pile-up model predicts a yield stress of

σY =
1

S

√

4µb

π(1− ν)

τobs
1.5Lobs

+ τ 2s (6)

where Lobs is the average obstacle spacing in a system with maximum obstacle spacing of

1.5Lobs and S is the Schmid factor. The high accuracy of this formula has been demonstrated by

direct DD simulations for both single source/obstacle configurations and full tension specimens.

Those DD studies required use of both the velocity correction and the modified nucleation

criterion.

Second, in all DD calculations of the type discussed here, a major fraction of the computational

effort is devoted to computing the dislocation-dislocation interactions, the dislocation-boundary

corrections, and the source nucleation. As the total number N of dislocations in the computa-

tional cell increases, the incremental computational effort using direct methods scales as N2

and the total effort scales as N3. To reduce the computational burden significantly, we have

implemented the fast multipole method (FMM)27 which reduces the computational effort to

O(N), and has previously been applied to dislocation interactions28. The FMM implementa-

tion is relatively standard, and so is not discussed here. We do note, however, that the method is

naturally applicable to efficient computation of the derivatives of the dislocation fields, enabling

implementation of the velocity correction of (2) with little additional overhead.

Employing all the computational enhancements implemented as described in this paper, Fig. 4b

shows the fracture resistance curve of a simulation in which the material yield stress is σY = 700
MPa, the cohesive strength is σcoh = 7 GPa, and the cohesive energy is Γ0 = 1.13 J/m2. Other

parameters in the model are a Burgers vector b = 0.25nm, slip plane spacing d = 100b, areal

density of sources ρs = 66 µm−2 with average source strength τs= 50 MPa, and an average

obstacle spacing Lobs = 3/ρobsd = 80 nm. Figure 4b shows that crack growth starts around

the elastic value K0, but dislocation activity dissipates energy and stabilizes crack growth. At a

critical load Kc, plastic dissipation is insufficient to prevent crack growth and the crack grows

with no further increase in load in a brittle manner. It can be seen that 3.2 µm of crack growth

is needed to establish Kc and no numerical instabilities or convergence issues were observed,

even when the crack grows in the a brittle like fashion. Forthcoming publications will present

far more extensive results on crack growth as a function of material parameters, with analysis

revealing the factors controlling fracture toughness29.

8. Summary

We have presented computational refinements and modifications to the existing DD methodol-

ogy that enable modeling of fracture, with cohesive and yield strengths representative of real

engineering materials. A gradient correction for the dislocation velocity prevents overshoot of

dislocations and associated premature unpinning from obstacle. Gradual nucleation of dipoles

over the nucleation time tnuc suppresses instabilities. An alternative superposition method accu-

rately captures dislocation/cohesive zone interactions. Finally, a moving mesh method permits

modeling of extensive crack growth in spite of sub-Angstrom mesh resolution at the crack tip

and at no additional computational cost. These enhancements to the DD method enable the

study of crack growth phenomena across a realistic range of material properties, which is un-

covering fundamental features of fracture in plastically-deforming materials.
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Figure 4: a) Schematic of the top half of a symmetric DD/CZ fracture simulation geometry with

DD plasticity model consisting of slip planes, dislocations, dislocation sources (solid circles)

and dislocation obstacles (open circles). b) Stress intensity versus crack growth, showing stable

growth of the crack with increasing load over several microns, culminating in a final fracture

toughness Kc for a material with σcoh = 7 GPa, Γ0 = 1.1 J/m2 and σY = 700 MPa, giving

δc = 0.059 nm, δcoh = 1.6 nm. Meshing scales are ∆xunif = δcoh/4, Xunif = 35δcoh, xmm =
20δcoh.
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A New Interpretation of the Haasen Plot  

for Solute-Strengthened Alloys 

 

W. A. Curtin and Y. Dong 
Division of Engineering, Brown University, Providence, RI 02912 USA 

 

The study of strain rate sensitivity and the associated activation volume of thermally-activated 
phenomena in metals has a long history.  Traditional theories of the Haasen plot, i.e. the inverse 

activation volume 1/∆V versus σ-σo (σo=initial yield stress), postulate that when multiple 
strengthening mechanisms (e.g. solutes and forest dislocations) operate that the inverse activation 

volumes are additive, i.e. 1/∆V=1/∆Vs+1/∆Vf, so that the intercept is non-zero (=1/∆Vs) while the 

slope remains the same as in the pure material since 1/∆Vf  ~ σ-σo.  For solute-strengthened 

alloys, the slope of the inverse activation volume 1/∆V versus stress is linear but often with a slope 
much lower than that found in the pure material, e.g. [1].  In an attempt to rectify this discrepancy, 
we propose an alternative postulate for solute-strengthened alloys wherein the activation enthalpy 

equals that of solute strengthening alone.  This leads to the prediction 1/∆V=1/∆Vs+ 

(1/σoǻVs)(σ-σo), which remains linear in σ-σo but with a slope controlled by the ratio of the solute 

inverse activation volume 1/∆Vs and the solute-strengthening yield stress σo.  This parameter-free 
prediction of the slope of the Haasen plot is compared to literature data [2] and reasonable 
agreement is obtained.  A variety of computational models based on point and extended obstacle 
pinning, and line tension, are presented to uncover the fundamental origins of the proposed 
postulate. 
 
[1] R. A. Mulford, Acta Metall. 27, 1115-1124 (1979). 
[2] B. J. Diak and S. Saimoto, Mat. Sci. Eng. A234-236, 1019-1022 (1997). 
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Solute strengthening in Aluminum alloys 

W.A. Curtin, G.P.Leyson, L.G. Hector Jr. 

 

The strengthening of Aluminum by substitutional solute atoms (Li, Mg, Si, Cu, Ge and 

Cr) on dislocations is predicted using first principles calculations and a new analytic 

theory.  Solute energies in and around the dislocation core are first calculated using 

density functional theory and flexible boundary condition [1] and/or multiscale methods.  

An analytic model is then developed that derives from concepts first presented by 

Labusch to predict the pinning of a dislocation within a random field of solutes but 

resolves issues concerning the previously-unspecified “range” of solute-dislocation 

interactions.  The theory predicts both the energy barriers to dislocation motion and the 

zero-temperature flow stress, allowing for predictions of finite-temperature flow stresses.  

Results show that solutes in the dislocation core dominate the energy contributions.  

Quantitative comparisons with experimental flow stresses at T=78K are made for Al-X 

alloys (X=Mg, Si, Cu, Cr, Mn, Fe, and Ge) and good agreement is obtained. 

[1] Woodward, C., Trinkle, D.R., Hector, L.G., Olmsted, D.L., 2008. Phys. Rev. Lett. 

100, 045507  

[2]  Labush, R., 1970. Phys. Status Solidi 41, 659 
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Multiscale Modeling of Hydrogen Embrittlement 

 
 

W. A. Curtin and J. Song 

Division of Engineering, Brown University, Providence, RI 
 

 
Hydrogen embrittlement is a pervasive mode of degradation in many 

metallic systems and a number of mechanisms have been proposed to explain 
the phenomenon in different material systems.  Here, a mechanism related to 
Hydrogen-Enhanced Decohesion (HEDE) is proposed wherein H accumulation at 
the crack tip shuts off crack tip dislocation emission, eliminating crack blunting 
and suppressing ductile failure modes, and causing failure by cleavage of the 
nanohydride but with surrounding dislocation plasticity providing plastic 
dissipation.  The atomic scale aspects of this mechanism are studied via 
simulation, with H in single crystal Ni as a model system.  Accumulation of H 
around a crack tip due to the crack tip fields and the indirect interaction between 
H atoms is modeled atomistically using a new efficient self-consistent procedure 
and the effects of H accumulation on dislocation emission and/or cleavage 
fracture are studied.  Even at low bulk H concentrations and low applied stress 
intensities, a nanoscale hydride forms around the crack tip.  This nanohydride 
prevents dislocation emission from the crack tip and then grows as the applied 
load is increased, eventually cleaving in a brittle manner.  The kinetics of H 
diffusion to the crack tip region is assessed to determine the time required to 
accumulate the H needed to suppress dislocation emission and drive brittle 
cleavage.  A mechanism map is then generated to predict embrittlement as a 
function of loading rate, initial crack size, H chemical potential, temperature, 
effective H diffusion activation enthalpy, and cleavage stress intensity. 
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Multisite model prediction of twinning induced anisotropy  
in fcc metals 

S. Dancette, L. Delannay 
 

Université Catholique de Louvain (UCL), Department of Mechanical Engineering  
(iMMC-MEMA), av. G. Lemaître, 4 – B1348, Louvain la Neuve - Belgium 

sylvain.dancette@uclouvain.be, laurent.delannay@uclouvain.be 
 

 
Twinning is commonly observed above a certain level of deformation at room 
temperature in face centered cubic (fcc) metals with low stacking fault energy 
(SFE). Twins carry a part of the plastic deformation and they act as barriers to 
dislocation motion, leading to anisotropic hardening already at the crystal level. 
Deformation twinning influences strongly the development of texture and, hence, 
the macroscopic anisotropy. 
Twinning of FCC metals is investigated in this study by means of experimental 
observations as well as an advanced crystal plasticity model. Individual twins, as 
they are formed, are treated as separate crystal entities co-deforming with the 
parent grain. A physical law takes account of the reduction of the mean free path 
of dislocations with the evolving dislocation density and the increasing twin volume 
fraction, as suggested by Allain et al. [1]. 
The behavior of the polycrystalline aggregate is assessed by means of a 
“multisite” model derived from the ALAMEL model [2]. This simplified model of 
short-range grain interactions is suitable for micro-macro modeling of real-scale 
forming processes. The main modeling assumption is that each grain interacts 
exclusively with one of its direct neighbors. The macroscopic strain is achieved, on 
average, over two subregions lying on either sides of a planar grain boundary. 
Stress equilibrium and displacement continuity is fulfilled along the interface. 
Simulations of various deformation paths, ranging from tensile tests to cold rolling 
or torsion, have been assessed based on experimental data. A comparison of the 
multisite model to more classical scale transition schemes demonstrates that the 
anisotropic material response can be reproduced more accurately when taking 
proper account of next-neighbor grain interaction. 
 
 
[1] S. Allain, J.P. Chateau, O. Bouaziz. Mat. Sci. Eng. A 2004;387-389:143-147 
[2] L. Delannay, M.A. Melchior, J.W. Signorelli, J.-F. Remacle, T. Kuwabara. 
Comp. Mat. Sci. 2009;45:739-743 
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The formation and strength of dislocations junctions in FCC metals has been 
calculated using a new nodal dislocation dynamics software (Numodis). Following 
earlier studies, this model explicitly accounts for all slip systems and Burgers 
vectors observed in FCC metals, including stacking-faults and partial dislocations. 
 
A particular emphasis is given here to the effect of the stacking-fault energy on the 
properties of these junctions. The structure of the different types of junctions 
existing in these metals is first examined including the Lomer-Cottrell lock, the 
collinear junction, the Hirth lock and the glissiles junctions.  
 
We have also determined the ‘yield surface’ in stress space corresponding to the 
dissolution of these junctions. These results are compared with other models 
including line tension model, molecular dynamics simulations and other dislocation 
dynamics models. The influence of stacking-fault energy is studied as a function of 
the size of the junction.  
 
Finally, the possibility to incorporate stacking-fault and partial dislocations in 
dislocation dynamics is critically assessed. 
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ABSTRACT 

 

In this paper, we present a methodology for the multiscale analysis of deformation and failure 

of partially sintered metals. This methodology is based on experimental investigations, 

mesoscale modeling with the finite element method (FEM), and transfer of relationships 

derived at the mesoscale to the macroscale using a homogenization process. It can be used to 

investigate structure-properties relationships and is illustrated for a specific type of copper. 

The material is produced from cold-pressed spherical powder sintered at 700°C.  

 

 

1. Introduction 

 

The ability to predict the influence of manufacturing parameters on the behavior of 

polygranular materials under impact loads could speed up the material development process 

in areas such as protective materials. The behavior of such materials is governed by a number 

of factors. Apart from loading and sample geometry, the mechanical properties of grains and 

grain interfaces, i.e. the mesoscopic material properties, and the mesoscopic material 

structure, i.e. grain and pore sizes, shapes and orientations, play an important role. In this 

paper, we give an overview on the steps that are required for both mesoscale material 

modeling of partially sintered metals as applied for mesoscopic fragmentation analysis in [1], 

and the derivation of homogenized material laws. The latter can be used in a dynamic analysis 

on the macroscopic scale. A methodology similar to the one presented here was used in [2] 

for an open-cell aluminum foam.  

The first steps are the construction of Representative Volume Elements (RVEs) at the 

mesoscale and the derivation of the required material laws. The third step is the construction 

of a continuum-mechanical model at the macroscale. For this purpose, different loading states 

are numerically investigated at the RVE scale using the commercial software LS-DYNA. The 

analysis of the homogenized results is made possible by using equivalent quantities. The 

homogenized plastic behavior, a pressure-density relationship and a triaxiality-dependent 

failure criterion can then be derived. As an example for the last step, model validation, the 

analysis of a cylinder compression test and the comparison to experimental results are given.  

 

 

2. Construction of the RVE 

 

Figure 1, left, shows a micrograph obtained by chemical etching of copper after cold-pressing 

of a spherical powder at 300 MPa and subsequent sintering at 700°C. Pores appear as black 

areas on the micrograph. The analysis of a set of micrographs allowed the progressive 

reconstruction of the 3D topology of a mesoscopic volume. The software GEODICT [3] of 
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Fraunhofer ITWM. Kaiserslautern, was used to generate a voxel-based RVE. A graphical 

representation of the RVE is given in Figure 1, right. 
 

 
 

Figure 1. Left: micrograph of copper pressed at 300 MPa and sintered at 700°C; right: 

computer-generated, voxel-based mesoscopic volume after artificial insertion of border. 

 

To reduce the computational effort, smaller volumes were extracted from the original RVE. 

Their representativeness was ensured by checking that the material response was conserved as 

the size of the volume decreased. The most optimal RVE was characterized by a 0.4 mm edge 

length and about 500 grains. In order to account for grain boundary failure, which is a typical 

phenomenon in partially sintered metals, an artificial “border” material with a thickness of at 

least one voxel was inserted between metallic grains, see Figure 1, right. 

 

 

3. Mesoscale Material and Failure Modeling 

 

Each of the two materials constituting the RVE, bulk copper and grain boundary material, is 

modeled with a piecewise linear elastic-plastic law. The material data for bulk copper was 

taken from the literature. Material parameters for the border material, weaker than the metallic 

grains, were determined by fitting computed homogenized mesoscopic material response to 

macroscopic experimental tensile test results as shown in Figure 2, left. 

 

Failure of the border material was modeled with the so-called nodesplit method available in 

LS-DYNA. It is based on a failure criterion at interface nodes. In order to use this method, 

nodes which are linked to different grains need to be duplicated for each grain. When the 

failure threshold (effective plastic strain) is reached in adjacent elements, the coincident nodes 

are permitted to separate from each other. With this failure model, the fragmentation pattern 

shown in Figure 2, right, can be obtained. 

 

Figure 2. Left: fitting of the experimental and the simulated material responses; right: 

fragmentation pattern of the RVE as failure point “3” is achieved. 

 

In order to obtain a good fit of experimental and simulated stress-strain curves, three separate 

aspects of the material response were optimized: 
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1 - The initial yield stress is determined by the initial yield stress of the border material. 

2 - Optimization of the plasticity curvature: a damage model of the RVE at grain scale was 

realized. For this purpose, values of critical effective plastic strain within a selected failure 

interval were uniformly distributed to all inter-granular nodes. This allows the successive 

birth of cracks in the RVE during the loading and leads to a softened stress increase (concave 

curvature).  

3 - Optimization of the global failure point: this point is also coupled to the damage model of 

the RVE, a global stress decrease occurs when enough nodes have split after the neighboring 

elements reached the effective plastic strain criterion. 

 

 

2. Mesoscale Modeling Results, Homogenization and a Simplified Macroscale Model 

 

The heterogeneous mesoscopic model can be used to derive a homogeneous macroscopic 

model (homogenization). To achieve this, further tests were performed on the RVE that 

combined uni- and multiaxial loading states, either with traction or compression. 

Equivalent quantities for stresses and strains are commonly used to analyze different loading 

states. We used quantities based on the von Mises definition: 
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Eqn (1a) and (1b) define the von Mises stress ��� �and the equivalent plastic strain BC
DEE� , where 

s  is the deviatoric component of the stress tensor.  

For each loading state, the equivalent stress was plotted over the equivalent strain, as shown 

in Figure 3, left. The behavior can be described by a Johnson-Cook type yield stress, see Eqn 

(2). The parameters A, B and n are directly derived from the analysis of the flow curves:  
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Similarly, the representation of the effective plastic deviatoric strain at failure over the 

triaxiality �� , defined by Eqn (3a), allows the definition of a simplified failure law. We used 

a simplified Johnson-Cook failure law as depicted in Eqn (3b). 
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Figure 3. Left: homogenized stress evolution for each loading type and selected Johnson-

Cook hardening law; right: triaxiality-dependent failure strain and Johnson-Cook failure law. 

  

A homogenized equation of state, relating pressure and volumetric strain, was also derived 

but will not be detailed here. 

172



3. Validation of the homogenization: pressure test 

 

An example for the validation of the homogenized model is outlined briefly in the following. 

In the experiment, a cylindrical sample is pressed between two plates. The experimental result 

is compared with the simulation of the same test, as shown in Figure 4. 

 

 
 

Figure 4. Numerical and experimental stress-strain curves and top view of the compressed 

sample at the end of experiment and simulation. 

 

Figure 4 shows a very good accordance of the simulated and experimentally observed stress 

evolution over the strain. The formation of cracks on the periphery of the sample is also 

similar, see the pictures on the right of Figure 4.  

 

 

5. Conclusion 

 

The methodology for the multiscale analysis of deformation and failure of partially sintered 

metals outlined in this paper contains several steps. From microstructure analysis, a RVE that 

contains material and geometric information was built. Mesoscopic material parameters were 

determined by fitting homogenized simulation results to results of experimental tensile tests. 

Further loading cases were simulated to characterize the mesoscopic behavior. The results 

were aggregated to allow the definition of homogeneous macroscopic material laws. As an 

example for validation of the macroscopic laws, a compressive test at macroscale confirmed 

the accordance of numerical and experimental results. The developed model remains open for 

further improvement, especially in the domain of the behavior under dynamic loading. 
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Within the framework of a multiscale project to model the role of interfaces in 
plasticity of face centered cubic metallic materials, the atomistic behavior of grain 
boundaries (GB’s), dislocations and their different modes of interaction is analyzed 
by means of molecular dynamics (MD) simulations. The Embedded Atom Method 
(EAM) potentials developed by Mishin et al. [1,2] and the MD software package 
Camelion [3] are used. 
 
An algorithm to generate GB’s given its 5 macroscopic degrees of freedom (DOFs) 
[4] was developed. Variations to the 3 additional microscopic DOFs [4] are 
performed by rigidly translating one of the crystals with respect to the other.  
 
A single full edge dislocation is then artificially inserted by removing two half 
planes (with a normal parallel to the direction [110]) from one of the crystals and 

displacing the remaining atoms according to the elastic isotropic theory of 
dislocations [5]. The system is then relaxed at a temperature of 0 K until the 
inserted dislocation splits into two Shockley partials and equilibrium is reached. 
 
Stress is then applied to the system forcing the dislocation to approach and 
interact with the grain boundary. With the purpose of generating data to formulate 
a cohesive law to describe GBs in discrete dislocation dynamics simulations, the 
stress field and the structural evolution of the GB are measured during the 
interaction. This is done by keeping track of two sets of planes of atoms parallel to 
the GB plane. Simulations are performed for GBs with different DOFs and different 
energies. 
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Static multiscale and atomistic simulations aim to obtain an equilibrium 
configuration (local energy minimum) of a body composed of discrete atoms 
subject to applied loads and/or displacements.  Often a system of "proportional 
loading" is considered and the evolution of the body's equilibrium configuration is 
determined in an incremental fashion as the scalar "loading parameter'' is varied.  
At each step, a minimization procedure, such as the conjugate gradient method, is 
employed using the previous relaxed configuration as an initial guess. 
 
A practical problem with such simulations is that due to the highly nonlinear nature 
of the problem, many equilibrium configurations should be expected.  Therefore, 
the real possibility of multiple competing physical processes is encountered.  
Unfortunately, the simulation procedure described above provides only one of the 
possible equilibrium evolutions.  Even more troubling is the fact that this particular 
equilibrium evolution will, generally, depend on the numerical energy minimization 
method employed and the particular values used for its parameters. 
 
This work takes a different approach to the exploration of the equilibrium behavior 
of atomistic and multiscale systems.  It performs a Branch-Following and 
Bifurcation (BFB) investigation in order to map out a large number of equilibrium 
configurations over a wide range of the problem's loading parameter.  Once a 
reasonably complete picture of the system's possible behaviors is in hand, it is 
then possible to interpret these results to draw conclusions about the most likely 
behavior of the system. 
 
To illustrate this novel application of BFB methods to atomistic multiscale 
problems, some representative problems will be presented including the results for 
a small "simple" atomic column subjected to axially compressive displacements.  
The set of possible equilibrium states found is much more complex than first 
expected and is a vivid illustration of the complex behavior these systems are 
capable of.  These results will be described and some suggestions for "new'' 
simulation/interpretation procedures will be discussed. 
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Brittle fracture of metals can have catastrophic consequences, both for humans and

for the environment. In order to prevent such events it is of importance to study the

mechanisms taking place close to the crack-tip in a fracture process. By using atomistic

modeling it is possible to investigate fracture mechanisms at length- and timescales

previously unreachable by experiments and continuum models.

When doing atomistic simulations, the function describing the forces between the atoms

is a crucial point for getting trustworthy results. A variety of such functions, or inter-

atomic potentials, exist for iron. These include the embedded atom method (EAM)

potentials of Ruda et al. [1] and Mendelev [2], the Finnis-Sinclair (FS) potential of Lau

et al. [3] and the analytic bond-order potential (ABOP) of Müller et al. [4]. The Ruda

and Lau potentials are created for use in Fe-C systems, and include descriptions of the

forces between iron and carbon atoms, but the formalism is such that they can also be

used for pure iron systems.

The Griffith criterion in fracture mechanics predicts that cleavage will follow the direc-

tion of lowest surface energy. However, experiments and simulations have shown that

this generally not the case. The most likely cleavage plane of iron is the (1 0 0) plane,

but most potentials for pure Fe ranks the (1 1 0) plane as having slightly lower energy.

Plastic deformations [5] and lattice trapping [6] have been discussed as causes for this

ambiguity.

In this study, comparison of the above interatomic potentials has been performed by

conducting molecular dynamics simulations of mode I fracture in bcc iron. This com-

parison could be used to determine the "best" candidate for use in further work. A

simulation cell with an edge crack has been set up, and results by using the four dif-

ferent potentials have been compared. Different crack directions and temperatures

have been used, to find the influence of this on the resulting crack behavior. Surface

energy calculations have been performed in order to validate the crack plane ranking

of the potentials, and the stress-intensity KIc at fracture has been compared with the

corresponding fracture toughness predicted by fracture mechanics.

176



References

[1] M. Ruda, D. Farkas, and G. Garcia, “Atomistic simulations in the Fe-C system,”

Computational Materials Science, vol. 45, no. 2, pp. 550–560, 2009.

[2] M. I. Mendelev and D. Farkas, “Unpublished EAM potential for α-Fe.”.

[3] T. T. Lau, C. J. Först, X. Lin, J. D. Gale, S. Yip, and K. J. van Vliet, “Many-body

potential for point defect clusters in Fe-C alloys,” Physical Review Letters, vol. 98,

no. 21, p. 215501, 2007.

[4] M. Müller, P. Erhart, and K. Albe, “Analytic bond-order potential for bcc and fcc

iron - comparison with established embedded-atom method potentials,” Journal of

Physics: Condensed Matter, vol. 19, p. 326220, 2007.

[5] M. J. S. Spencer, A. Hung, I. K. Snook, and I. Yarovsky, “Density functional theory

study of the relaxation and energy of iron surfaces,” Surface Science, vol. 513,

no. 2, pp. 389–398, 2002.

[6] Y.-F. Guo and C.-Y. Wang, “Atomistic study of lattice trapping behavior for brittle

fracture in bcc-iron,” Computational Materials Science, vol. 40, no. 3, pp. 376–381,

2007.

177



Cohesive zone model for intergranular slow crack growth in 

ceramics: influence of the process and the microstructure 

R. Estevez
1
, M. Romero de la Osa

1,2
, C. Olagnon

1
, J. Chevalier

1
, C. Tallaron

2
 

 
1Université de Lyon, INSA-Lyon, MATEIS CNRS UMR 5510, 25 avenue Jean Capelle,  

F-69621 Villeurbanne cedex, France 
2CEA Le Ripault, Laboratoire Microstructure et Comportement 

37260 Monts, France 
Rafael.Estevez@insa-lyon.fr 

 
Ceramic polycrystals are prone to Slow Crack Growth (SCG) that is also  
environmentally assisted, similarly to what is observed for glasses.  The kinetics of 
fracture are known to be dependent on the load level, the temperature and also on 
the Relative Humidity (RH). However, evidences are available on the influence of 
the microstructure on the SCG rate with an increase in the crack velocity with 
decreasing the grain size, crack propagation taking place beyond a load threshold 
that is also grain size dependent. 
A cohesive zone is proposed for the intergranular failure process. The 
methodology accounts for an intrinsic opening that governs the length of the 
cohesive zone and ultimately allows the investigation of grain size effects. A rate 
and temperature dependent cohesive zone is proposed [1] to mimic the reaction-
rupture mechanism that is inspired by Michalske and Freiman’s picture [2] together 
with a recent study by Zhu et al. [3] of the reaction-rupture mechanism. The 
present investigation extends a previous work [4] in which the problem is 
formulated. Here, we explore the influence of initial thermal stresses originating 
from the sintering process on the crack growth under a static load. We show that 
these are responsible for the grain size dependence reported experimentally for 
the crack velocity. In addition, account for initial stresses enable the prediction of a 
load threshold below which no crack growth is observed: a crack arrest takes 
place when the crack path meets a region locally in compression.  
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The purpose of this contribution is to study the influence of the evolution of 
crystallographic texture on the plastic deformation of commercial sheet steels 
under bi-axial loading conditions. To this end deep-drawing tests with a 
hemispherical punch were carried out for a low-carbon steel and a dual-phase 
steel. Using different specimen geometries, a broad variety of bi-axial loading 
conditions from uni-axial to equi-bi-axial was achieved. Preliminary results show 
that phenomenological models, e.g. Hill [1948], fail to predict the strain path of the 
specimens during deformation, indicating a strong influence of the evolving 
texture. Texture simulations of the experiments have been performed using a 
commercial finite element software employing a material model based on crystal 
plasticity [Huang 1991, Prakash et al. 2009] with a homogenization scheme based 
on the assumptions of Taylor [1938]. The crystallographic texture for the 
simulations was determined using electron backscatter diffraction (EBSD) 
techniques on the materials in the as-received state. Optical methods have been 
used to determine the strain field evolution during deformation. We compare the 
simulated texture as well as the evolving strain fields with those from the 
experiments. Additionally, we also discuss the parameter identification as well as 
the optimization of the computational performance. 
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ABSTRACT 

 

One of the aims of our study was the estimation of representative fracture-mechanic interface 

properties like the critical energy release rate or the crack resistance. Therefore we developed 

a concept which combines the information gained from molecular dynamics simulations with 

fracture-mechanics computations. To that purpose the crack tip stress-strain behaviour of the 

interface is analysed using finite element simulations. 

This paper focuses on the modelling of copper-epoxy interfaces with a commercial Molecular 

Dynamics (MD) software. Primarily, the interaction between the adhesive partners in terms of 

adhesion was computed. Therefore copper surfaces with pure epoxy resins as well as a 

combination with thiol-based adhesion promoters leading to covalent bonding were 

examined. From the MD simulations information like the bonding energy per area and the 

stress-strain fracture-behaviour on bonding sites was extracted and transferred to a fracture-

mechanics FEM simulation. The results were compared with measurements from crack 

propagation tests conducted in parallel. Moreover the effect of chemical modifications by use 

of adhesion promoters was evaluated qualitatively and quantitatively. The fracture toughness 

has been proven to be an effective parameter for characterisation of copper-moulding-

compound interfaces by other authors. In our experiments we were able to confirm the high 

suitability of appropriate fracture-mechanic tests in assembly and packaging technology 

(A&P). 

 

1. Introduction 

 

A&P is a very large and important field in electronics and microsystems technology. Due to 

an increasing variety of materials, the reliable interconnection of different materials is one of 

its principal engineering challenges. Metal-plastic compound parts, and especially those 

consisting of a copper structure encapsulated in an epoxy resin are a characteristic feature of 

almost all present-day’s packaging solutions. 

In order to characterize the quality of composites, material parameters like the breaking 

strength or the fracture toughness are commonly used as evaluation criteria. For this purpose, 

a comprehensive number of tests such as peel, shear, pull or fracture-mechanics tests has to be 

performed on a large scale. Unfortunately, these tests will not reveal direct information on the 

phenomena which basically determine the adhesive strength on the molecular and interface 

scale. Among these are the number of chemical bonds per area, the strength of these bonds 

and the cohesive strength of the material adjacent to the interface. In order to design better 

interfaces, the knowledge about effective parameters near the interface is indispensable. In 

this regard, molecular dynamics simulations can make a major contribution to a better 

understanding and a faster characterization of interfaces and to evaluate the quality of 

different modifications to the composites even before performing tests. 
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2. Experiments 

 

2.1 Specimens & surface preparations 

 

To investigate the adhesion of copper-epoxy interfaces a shear test and a fracture-mechanical 

test were performed respectively. In these tests the investigated copper substrates were 

polished with 3 µm diamond suspension in order to obtain equivalent surface roughness. 

Subsequently, the copper substrates were degreased electrochemically in a hot alkaline bath to 

remove organic contaminations. Finally the copper substrates were finished in an aqueous 

CAROAT® etching solution for 15 s to gain a representative control sample. CAROAT® is 

typically used for printed circuit boards and leads to a reproducible degree of oxidation and 

thus to a strong metal epoxy-bond. 

 

2.2 Used functional group 

 

A new thiol-based molecule was synthesized and used as an adhesion promoter for copper-

epoxy interfaces. First of all, the commercially available and low-cost cystamin 

dihydrochloride (Fig. 1, left) was deprotonated with sodium hydroxide in an aqueous solution. 

Following, the water insoluble cystamin (C4H12N2S2) was transferred to dichloromethane and 

isolated by using a rotary evaporator. The disadvantage of the unprotonated cystamin 

molecule is the poor stability during room temperature storage. In favor of gaining a higher 

stability and an easy handling, the free amino end-groups were saturated by Bisphenol-A-

Diglycidylether (BADGE) (Fig. 1, right). This modified thiol-based molecule (THIOL- 

BADGE) can be solved in acetone before the application onto the substrates. Now, it contains 

two functional groups. In the center there is a disulphide bridge which reacts with the copper 

surface to form a strong chemical bond [1]. The second functional end group is the free 

oxirane ring of the BADGE to form a chemical bond to an overlaid epoxy resin. 

 

S S NH2H2N HClHCl
O OOO

S S NH2H2N HClHCl
O OOO  

Figure 1. Cystamin dihydrochloride (left), Bisphenol-A-Diglycidylether (right). 

 

2.3 XPS – surface analysis 

 

Confirming the covalent bond of the THIOL-BADGE three different copper samples were 

characterized by XPS surface analysis. Before the analysis, the samples were degreased 

electrochemically in a hot alkaline bath. Additionally, Control A was immersed into a pure 

acetone solvent for 1 h. Control B was immersed into a 10 mM BADGE acetone solution for 

1 h. Finally the third sample was immersed into a 10 mM THIOL-BADGE acetone solution. 

Afterwards, the samples were tempered at 100 °C in pure nitrogen for 10 min before being 

rinsed thoroughly in two steps with acetone and ultrasound to remove unbonded molecules. 

 

Table 1. Atomic concentration on copper surface 

Element Control A [%] Control B [%] THIOL-BADGE [%] 

C1s 19.86 25.10 43.54 

N1s 0.18 1.42 3.84 

O1s 26.05 25.60 21.64 

S2p 0.32 0.29 1.47 

Cu2p3 53.59 47.59 29.51 

 

Table 1 illustrates the atomic concentration of the different treated surfaces. Compared to the 

two control samples the THIOL-BADGE shows a significantly higher concentration of 
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carbon and hence a lower concentration of copper and oxygen. This suggests an increase of 

molecules mainly consisting of carbon atoms onto the surface. Additionally, as well 

documented in the literature the increasing S2p peak indicates chemisorbed sulfur [2]. 

 

2.4 Shear test & results 

 

To verify the bonding mechanism of the THIOL-BADGE several button shear tests were 

performed using a DAGE 4000 shear tester. Therefore, simple wire end sleeves were filled 

with an epoxy resin and were applied to the different treated copper substrates. The used 

epoxy system is a pure BADGE resin cured with a diamin hardener (4,4´-Diamino-

diphenylmethan) at 120 °C for 12 h in pure nitrogen ambiance. The mixing ratio of about 

20 wt-% hardener and 80 wt-% BADGE was well-elected after preliminary investigations to 

obtain only adhesive fractures. The Control A substrate was just rinsed with acetone and dried 

with nitrogen after the cleaning as described in chapter 2.1. The cleaned Control B substrate 

was dipped into an acetone BADGE solution and the THIOL-BADGE substrate was dipped 

into an acetone THIOL-BADGE solution for a few seconds each. After the dipping, they were 

tempered for 1 h at 140 °C in pure nitrogen ambiance and rinsed thoroughly in two steps with 

acetone and ultrasound to remove unbonded molecules. Table 2 shows the shear test results 

for both the THIOL-BADGE and the two control samples. Obviously the THIOL-BADGE 

leads to an increase of the bonding energy for the used epoxy. 

 

Table 2. Shear test results (shear height: 50 µm; test speed: 85 µm/s) 

Shear strength: Control A Control B THIOL-BADGE 

Mean value [MPa] 14.00 16.54 22.26 

Standard deviation [MPa] 5.45 3.18 7.35 

Number of samples 220 74 87 

 

2.5 Fracture mechanics test 

 

To determine the fracture toughness at the epoxy copper interface a tapered double cantilever 

beam (TDCB) consisting of copper was used. For this purpose, the two beams were treated as 

described in chapter 2.4 and joined with the already introduced epoxy system. The thickness 

of the epoxy layer was held constant at 65 µm by the means of spacers. The TDCB and its 

further dimensions are shown in Fig. 2. 
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Figure 2. Tapered double cantilever beam specimen (width: 30 mm) 

 

3. Multi-scale simulation 

 

A molecular dynamics model was built using the Accelrys Materials Studio to evaluate the 

interaction energies for both a physisorbed and a chemisorbed epoxy resin. Therefore it was 

used a Cu2O unit cell with a surface dimension of 25.6 Å x 25.6 Å. Above the surface the 

amine cross-linked epoxy system was set with an initial density of 1.2 g/cc. In the case of the 

chemisorbed epoxy the Cu-Thiol bond was modelled with a bonding energy of 

276 kJ/mol [3]. When exceeding this value the covalent bond opens. During the MD 

simulation the cross-linked molecule was stepwise pulled upwards (Fig. 3). Between each 

step the model was equilibrated for 100 ps and the interface energies were calculated. The 

progression of these energies E’surf versus the displacement d obtained from MD simulations 
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was fitted to the Morse potential model (Fig. 4 left). In the following step, the derivation of 

this fit was normalized to the surface area of the unit cell to get the tensile fracture strength σf 

at nanoscale (Fig. 4 left). The maximum of σf is used as a failure criterion and was transferred 

to the macroscale FEM simulation of the TDCB. 

d dd d

 
Figure 3. Diamin cross-linked BADGE displaced (d = 17.5 Å) from the Cu2O surface, 

physisorbed (left) and with one THIOL-BADGE chemisorbed (right). 

 

4. Results – fracture mechanics measurement vs. multi-scale simulation 
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Figure 4. Left: MD-Simulated bond energies vs. displacement, Morse potential model fit 

(solid lines) and the derivative of this fit σf (dotted lines). Right: Results of the fracture 

mechanic measurement compared to the multi-scale simulation for different treated TDCBs. 

 

Figure 4 (right) shows the force displacement diagram for both the multi-scale simulation and 

the fracture-mechanic measurement for the chemisorbed and for the physisorbed specimen, 

respectively. A good agreement of the interrelations between the chemisorbed and 

physisorbed cases as well as between simulation and measurement is observed. In general, the 

absolute values of the simulated fracture forces are a little higher than these obtained from the 

measurements. Furthermore, the maximum forces increase by a factor of 1.5 for the 

simulation and a factor of 2.0 for the measurement if performing the covalent linkage. This 

suggests that there could be more than two covalent bonds to the surface per unit cell if 

compared to the measurement. 

Concluding, a new synthesized thiol-based adhesion promoter leads to a crack resistance 

which is by a factor of 4.4 higher (24 J/m² to 105 J/m²) than that of the control sample. The 

crack propagation and hence material properties were computed with a multi-scale simulation 

and well predicted for both the covalent and the non-covalent linked interface, respectively. 
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Architectured materials such as polymeric and metallic foams have attracted the 
interest of many researchers in the last decade, due to their specific mechanical 
properties, which make them suitable materials adopted for their high crash 
absorbing capacity. The derivation of the mechanical properties of foams with a 
regular architecture (in the sense of endowed with a quasi periodic network) in 
relation to the topology of the cellular material and the bulk mechanical properties 
is especially interesting, in order to understand the observed behavior and to 
possibly tune the foam architecture to achieve certain properties at the structural 
level.  
The derivation of the effective mechanical properties of 2D and 3D lattices made 
of beams is herewith investigated, relying on the asymptotic homogenization 
technique to get closed form expressions of the equivalent properties vs. the 
geometrical and mechanical micro parameters. In order to analyze the respective 
roles of flexion and extension at both the micro and macro scales, a mixed lattice 
able to account for both extensional and flexional effects in a versatile manner has 
been conceived. The scaling law of its effective traction modulus versus density 
shows a complex nonlinear evolution, with a drastic decrease when flexional 
modes become dominant over extensional ones. Extending next the present 
methodology towards 3D geometries, the effective mechanical behavior of Kelvin 
foams under compression is obtained, which agrees with both the literature and 
F.E. simulations. The symmetries of the effective compliance matrix do however 
not exhibit some of the required material symmetries under shear when the edge 
node rotations are prevented. A classification of lattices is then proposed with 
respect to the choice of the equivalent continuum model, according to the nature 
of the boundary conditions.  
An extension of the asymptotic homogenization to micropolar continua is next 
performed, considering microrotations as additional d.o.f. at both the micro and 
macro scales. As an illustration of the method, the Poisson's ratio of the re-entrant 
hexagonal lattice shows very negative values, for moderate values of the angle 
between the re-entrant bars of the unit cell. The homogenized behavior of chiral 
lattices also exhibiting negative Poisson's ratio shows a coupling between 
micromoments and deformations. The effective mechanical behavior of planar 
biological membranes is further calculated.   
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ABSTRACT

We review unique mechanisms of plastic deformation in nano- and micropillars. At the nano-

scale, it is shown that plastic deformation is asymmetric with respect to direction of mechanical

loading, as a result of specific relationships between the normal and resolved shear stress on

active slip planes. This is attributed to the dependence of shear wave speed on the stress state

acting on slip planes. Plastic deformation of nano-twinned copper pillars show a mechanism

transition from dislocation nucleation to twin boundary migration. The flow strength σf of

micropillars is shown to be size-dependent, and scales with the diameter, D as: σf ∝ D−0.69,

in agreement with experiments. For micropillars of diameter larger than ≈ 100 nm, a ‘weakest-

link’dislocation activation mechanism accounts for the size effect. Aspects of work-hardening

in discrete steps can be explained to result from cross-slip and sub-division of screw segments.

1. Introduction

At the atomic level, plastic deformation is facilitated by several basic mechanisms involving

grain boundary sliding, diffusional creep, slip through dislocation motion, and twin boundary

migration. It is generally associated with the irreversible deformation of solid crystals, be-

cause processes such as atomic diffusion and defect nucleation require an energy barrier, and

as such, atomic motion cannot be reversed. The mechanical deformation of nanopillars beyond

the elastic regime shows unusual characteristics that are not observed in bulk materials. Recent

Molecular Dynamics (MD) simulations show that the primary yielding mechanism under uni-

axial compression is by nucleation of Shockley partial dislocations from the surface. However,

when considering polycrystalline nanopillars, the interaction of grain boundaries and disloca-

tions produces a yet more complex picture. Deformation mechanisms in nanopillars containing

multiple grains can be accommodated by either grain boundary migration, grain boundary slid-

ing, motion of existing dislocations, and nucleation of new dislocations from surfaces and grain

boundaries. The preferred mechanism can depend on a variety of conditions ranging from the

orientation and direction of the crystallography relative to the deformation, the availability of

slip planes, or the lattice energies of the respective defects. The effects of free surfaces on

yielding was studied by Li and Ghoniem1 for twinned copper. For micro-pillars, one of the key

issues discussed in the literature recently is the dependence of the flow strength on the pillar

size, and the mechanisms that control work hardening

One objective of the present work is to explore conditions that control two important modes

of plastic deformation in copper nanopillars: dislocation nucleation from the surface and twin

boundary migration. The main aim here is to show that a transition from reversible to irre-

versible plastic flow can be induced in axially loaded nano-pillars, and that a tension-compression

asymmetry is inherent in plastically deforming nanopillars. A second objective is to investigate

the effect of size on the strength of micropillars, and the nature of work hardening. The present
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review is based on the recent work of Brown & Ghoniem2, and El-Awady et. el3.

2. Computational Method

Atomic interactions in MD simulations here were modeled using an Embedded Atom Method

(EAM) potential for copper using the Mishin potential. A twin boundary was then constructed

by performing 180◦ rotation of the half-grain above a selected slip plane (111) relative to the

other half. For each simulation, the angle θ formed between the load axis and the twin boundary

normal controls the shear load ratio, R, defined as the ratio between the resolved shear stress and

normal stress acting on the slip plane. In addition to the rotation, in-phase shifts lateral to the

rotation plane were also performed on the half-grains. Finally, all atoms outside a cylinder with

a diameter of 9 nm and of a height between 27 and 30 nm were removed from the simulation

block, thus leaving an atomically smooth cylindrical surface behind.

The computational method adopted for micropillars follows the formulation developed by El-

Awady et al.3. In this formulation, the Boundary Element Method (BEM) is coupled with the

3-D Parametric Dislocation Dynamics (PDD) to incorporate the influence of free and internal

interfaces on dislocation motion, and hence to describe microscopic plastic flow in finite vol-

umes. In this methodology, the effects of surfaces and boundary conditions are modeled with

the BEM, while the computational structure of the PDD is unchanged. In the PDD, all dislo-

cation loops are discretized into curved parametric segments and the elastic field, forces, and

motion of the dislocation segments in an infinite medium are computed.

3. Reversible-Irreversible Plasticity Transition

Plastic deformation of twinned fcc crystals has been shown by Li and Ghoniem to proceed

via two main channels: (1) nucleation and propagation of dislocations; and (2) twin boundary

migration1. Nucleation of Shockley partial dislocations takes place at free surfaces4, or at twin

boundaries themselves1, and as such, will lead to irreversible plastic deformation. On the other

hand, if surface dislocation nucleation is somehow prevented, and twin boundaries are subjected

to sufficient shear displacement, twinning dislocations can form at these boundaries allowing

them to migrate normal to the shear plane displacement. The atomic mechanisms of this twin

boundary motion (TBM) “coupled”to shear deformation have recently been described within

the framework of stick-slip dynamics4. Hu, Li and Ghoniem found that the “stick”phase of the

dynamics is associated with accumulated strain in the crystal, and that such strain is suddenly

released by the nucleation of 1/6[112]-type twinning partial dislocations4.

The yield locus for twinned copper nanopillars is shown in Fig. 1. When the local shear stress

is below about 1 GPa, and the normal stress on twin planes is very large (e.g. above ≈ 2.5

GPa), TBM cannot be sustained anymore, and another plastic deformation channel opens up in

the form of dislocation nucleation from the surface. We select here the two stress components,

< σR > and < σN >, to depict the yield surface of copper nano-pillars loaded in tension and

in compression. The state of plastic reversibility at local shear stresses in the range 0.5 ≤<
σR >≤ 1 GPa can be attained with a corresponding increase in the compressive normal stress,

up to ≈ 2.5 GPa. Beyond these limits, twinned copper nanopillars make a transition to a state of

plastic irreversibility attained by surface dislocation nucleation and TBM. The critical transition

from reversible to irreversible plasticity is demonstrated in Fig. 2, where it is clearly shown that

below a strain of about 3.3%, twinned copper nanopillars prefer to deform plastically by TBM,

and thus the deformation is reversible since it is not associated with any surface dislocations.
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Figure 1: Yield locus for reversible plasticity for twinned nanopillars (< σN > versus < σR >).
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Figure 2: The normal stress, < σN >, (a) and the critical resolved shear stress, < σR >, (b)

plotted as a function of the yield stain for twinned copper nanopillars under compression.

At larger values of strain, plastic deformation becomes irreversible.

4. Tension-Compression Asymmetry

A tension-compression asymmetry is observed2 in simulations of nanopillars. Fig. 1 shows the

yield locus for reversible plasticity controlled by TBM. Under compression, a lower value of the

local shear stress is needed to initiate yield by TBM, as compared to the same conditions under

tension. Twinning dislocation nucleation and motion is facilitated when the twin boundary is

under compression, as compared to being under tension. However, and in both cases, a larger

value of local shear is required to initiate TBM when any normal stress is additionally operating

on the twin plane. Analysis of the simulations show that the speed of dislocation motion on

twin boundaries is reduced whether the normal stress is tensile or compressive.

5. Flow Strength Size Dependence of Micro-pillars

To develop scaling laws for the strength of micropillars, PDD computer simulations coupled

with a statistical analysis have been performed on the range of diameters from 0.25 to 5.0m3.

For each of the micropillar sizes, the initial dislocation density was statistically varied in the

range ρ = 1 − 50 × 1012 m−2. The scaling relationship for the flow strength, σf , with the
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micropillar diameter is seen to be of a power law type, with an exponent of -0.69. This is in close

agreement with the exponent produced by the experimental results3. A best fit of simulated

results for Ni micropillars is σf ≈ 222D−0.69, where D (µm) and σf (MPa). Plastic deformation

beyond the yield point of micropillars shows work-hardening that has two characteristics: (1) it

shows nearly perfect plasticity, with intermittent steps in the stress-strain relationship, and (2)

large deformation results in geometric instabilities. The work-hardening in discrete steps can

be explained in the simulations3 to result from cross-slip and sub-division of screw segments

6. Summary & Conclusions

Plastic deformation of twinned copper nanopillars shows behavior that is not observed in the

deformation of bulk copper. The unique features of this deformation stem from the small size

and the ability to control the type and nature of dislocation nucleation and motion inside these

nano-systems. The yield locus for twinned copper nanopillars is an approximate linear rela-

tionship between the shear and normal components of the average atomic stress on twin planes.

The critical transition from reversible to irreversible plasticity is shown to take place at a strain

of ≈ 3.3%. We also show here that reversible plastic yield under tension is not the same as

under compression, which indicates a clear “tension-compression asymmetry”in the reversible

plasticity of twinned nanopillars. The reversible-irreversible plasticity transition is found to be

the result of a competition between the nucleation and growth of twinning dislocations for re-

versible plasticity, versus dislocation emission from free surfaces for irreversible plasticity. For

micropillars, the probability of a single pinned or double pinned dislocation of length 0.1 µm

existing in a micropillar is found to be very small. Thus, for a micropillar having a diameter

D ≤ 0.16 µm, most pre-existing dislocations would be close to the surface, and also junction

formation would be very unlikely because of the low initial dislocation density. Thus, surface-

nucleated dislocations would escape from the pillar leaving it dislocation free, giving rise to a

possible dislocation-exhaustion mechanism. For larger micro-pillars, however, there is a higher

probability of having pinned dislocations, and thus a ‘weakest link’mechanism would control

the strength and work-hardening of the pillar.
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ABSTRACT

To investigate crystal plasticity effects on intergranular cracking of a 5083 aluminum alloy

after hydrogen charging, tensile specimens charged with hydrogen over a depth of several µm
were used to quantify the effect of inelastic strains at the grain scale. The evolution of strain

fields at various scales and the local microtexture were recorded in the same region at various

stages of an in-situ tensile test in the scanning electron microscope. The first boundaries to

crack, after only a few percents of strain, were all located between two grains that were little

deformed, inside a cluster of more heavily deformed grains. To derive a local fracture criterion,

a strain gradient crystal plasticity model was employed in finite element (FE) simulations of

the experiments. A threshold value of the local opening stress needed to intergranular crack

nucleation was determined to be about 250 MPa.

1. Introduction

Al-5Mg based alloys, such as AA5083, are sensitive to intergranular stress corrosion cracking

and hydrogen-induced embrittlement (HIE) when the major part (but not all) of Mg atoms

are in solid solution. Intergranular fracture is due to a close interaction between hydrogen,

crystal plasticity and grain boundary [1]. Nevertheless, the role of micro plasticity is not well

established yet. The main objective of this study is to quantitatively investigate the effect of

crystal plasticity on intergranular crack initiation of a hydrogen-charged 5083 aluminum alloy,

during tensile testing. A representative region containing 500 grains was chosen in the central

part of the tensile specimens. It was characterized by electron backscatter diffraction (EBSD) at

the initial state. During in-situ tensile tests, local strain fields and crack nucleation events were

investigated. The same region was also meshed as a crystal aggregate for mechanical analysis

of the test with a crystal plasticity model [2]. From stress and strain analysis, intergranular

crack initiation conditions were investigated and a fracture criterion was eventually derived.

2. Experimental work

2.1 Material and specimen preparation

The AA5083 alloy under study was provided as an extruded rod end bar with a diameter of 15

mm, which had been hammered up to 30% of strain. Specimens were solution treated, quenched

and aged for 7 days at 150 ◦C to get a high sensitivity to HIE. EBSD analyses revealed a tex-

tureless microstructure with a mean grain size of 27 µm. The regions characterized by EBSD

(≈500 grains) were thus assumed to be representative of the material. EBSD scans were also

acquired after deformation to investigate local orientation changes due to plastic deformation.

HIE was obtained over a depth of 5 µm by cathodic charging in a boric acid solution, leading

to hydrogen trapping at grain boundaries next to Al3Mg2 nano-precipitates [1]. Only the re-
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gion of interest, in the central part of tensile specimens, was charged with hydrogen, preventing

from premature fracture (due to cracking initiated out of the observed region) during the ten-

sile test. The charging conditions also led to local pitting corrosion, allowing getting surface

heterogeneities to optimize DIC results.

2.2 In-situ tensile test inside the scanning electron microscope (SEM)

Figure 1: Axial stress-local average elongation curve in the central part of the notched tensile

specimen: experimental tensile curve; model prediction for an aggregate of 450 grains in the

studied region; ”microextensometry” from displacement of indentation marks.

One-mm-thick flat tensile specimens with two notches at the center of the gage part were used in

order to localize strain within the studied region (Figs 1-2). A mini-tensile machine was used for

in-situ testing in the SEM with a prescribed load line displacement rate of 0.36 mm.min−1. The

upper surface of the specimen together with fiducial indentation marks were first imaged at three

magnification levels, with a spatial resolution of 0.5-50 µm. The test was interrupted several

times up to a local average elongation of 5% and digital images of the region of interest were

acquired at the same three magnification levels. An optimized digital image cross-correlation

technique was used to compute surface strain fields from recorded images. Processing DIC data

by strain averaging over areas of 200 µm up to 1 mm in size provided fine-scale strain fields,

as well as boundary conditions to be applied to crystal aggregates in the modeling part of the

study.

2.3 Results and discussion

DIC computations at large scale (Fig. 2b) revealed that microcracks first nucleate within large

deformation bands, after less than 1% of average plastic strain. Cracks first nucleate between

grains that are less deformed compared to their neighbors (Fig. 2c). At finer scale, strain field
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computations and local study of crystal orientation evolution by using EBSD confirmed that

e.g. grain 2 and grain 3 of Fig. 2d were less deformed than their neighbors, such as grain 1.

Complementary X-Ray tomography and serial sectioning measurements showed that cracked

grain boundaries were perpendicular to the applied load. This suggests that local stresses have

to be determined to derive a fracture criterion for the present case.

Figure 2: (a) SEM image: 1) indentation marks, 2) region analyzed with EBSD; DIC studied

zones at 3) large, 4) medium and at 5) small scale. Axial strain fields measured by DIC after

0.5% of average elongation at (b) large, (c) medium and (d) small scales.

3. Mechanical analysis of the test and determination of a fracture criterion

3.1 Numerical procedures

The measured microtexture was used in finite element (FE) simulations with an in-house auto-

mated FE meshing method. The 2D FE mesh was obtained from initial EBSD grain color maps

by using a local gradient detection method. First, triple junctions were detected. Grain bound-

aries were then identified as detected segments between triple junctions. The length scale used

to divide these segments allowed the wavy shape of grain boundaries to be taken into account

(lines in Fig. 3a). The measured displacements of each node of the mesh edges, obtained by

DIC and generalized plane strain, were applied as boundary conditions to take the influence of

the neighboring grains of the simulated aggregates into account.

Material constitutive equations were based on a generalized non-local rate-dependent crystallo-

graphic formulation for finite strains [2]. Additional solid solution strengthening by Mg atoms

was modeled as an increase in the critical resolved shear stress by ≈37 MPa. Constitutive equa-

tion parameters were first calibrated from macroscopic stress-strain curves of smooth tensile

specimens cut from the same material. For the mechanical analysis of the test at various scales,

EBSD maps of 400 grains down to 40 grains in the initial state (typically, areas 3, 4, 5 in Fig.

2a) were meshed as crystal aggregates for FE simulations.
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3.2 Results

Figure 3: Axial strain field Exx : (a) measured by DIC (b) predicted with the model.

The good agreement between experimental and numerical results both concerning average be-

havior (Fig. 1) and small scale (Fig. 3) validates the proposed model. From local stress fields,

the normal stress in cracked GB was then calculated. An average value of 250 MPa was de-

termined for an intergranular crack to nucleate. This value was confirmed on 3 specimens by

analyzing more than 50 cracked all in the same configuration (i.e. boundaries between ”hard”

grains within a region of ”softer” grains).

4. Conclusions

For the studied material and hydrogen charging conditions, intergranular crack nucleation is

not a direct consequence of strain incompatibility across the grain boundary. All intergranular

cracks initiate between grains that little deform, within a more severely deformed cluster of

grains. Local strains are satisfactorily predicted by using FE simulation with a crystal plasticity

model based on the actual microtexture. From local stress analysis, a local fracture criterion

(250 MPa opening stress) was derived.
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ABSTRACT

Results from molecular dynamics simulations are analyzed with a continuum approach. It is

shown that for strongly confined fluids the Navier-Stokes equations for incompressible, New-

tonian fluids are not applicable over the whole channel. Near the walls, a Knudsen layer is

formed and interesting oscillatory structures are seen, the fluid behaves non-Newtonian in these

regions.

1. Introduction

Molecular dynamics simulations have become an important tool for the study of microscopic

fluid properties. A channel geometry is often used to study the inhomogeneous behavior of

strongly confined fluids (Koplik & Banavar 6 , Bitsanis et al. 1 , Travis & Gubbins 7) which be-

have different from Newtonian fluids. Our understanding of these non-Newtonian fluids is

still very limited, while gaining a deeper insight is becoming increasingly important with the

rise of microfluidic and nanofluidic applications, such as lab-on-a-chip devices. Similar phe-

nomenology (i.e. layering, anisotropy) is observed in many particle systems (van Gunsteren

et al. 3 , Ghosh et al. 2). In this study, liquid argon is confined between two walls with normal

in the x-direction (Fig. 1). When an atom leaves the system in y- or z-direction, it re-enters

at the opposite side due to periodic boundary conditions. Both walls consist of two layers of

argon atoms (each layer containing 128 atoms) fixed in a 001-face centered cubic (fcc) lattice.

The fluid-wall interaction is equal to the fluid-fluid interaction and the number density of the

system is ρ∗ = 0.8 (corresponding to a volume fraction of ν = 0.415 based on atom diameter

σ). Physical quantities are nondimensionalized by using the length, energy and mass scales of

liquid argon, which are σ = 3.405 × 10−10 m, ǫ = 1.67 × 10−21 J and m = 6.626 × 10−26 kg

respectively. A constant body force f ∗ acts on the fluid in negative z-direction, causing it to

flow. The mutual interaction of the neutral spherically symmetric argon atoms is modeled via a

two-body Lennard-Jones (LJ) potential. From the interaction potential, the force between two

atoms can be calculated:

FLJ(r) = −∂U

∂r
= 24

ǫ

σ

(

2
(σ

r

)13

−
(σ

r

)7
)

, (1)

with r the distance between two atom centers. The force is truncated at rc = 2.5σ in order to

reduce calculation time for pair interactions. Furthermore, the force is shifted with FLJ(rc) in

order to maintain a continuous force at the location of truncation F (r) = FLJ(r)−FLJ(rc) and

FLJ(r ≥ rc) = 0.

From the positions, velocities and interatomic forces, other physical scalar or tensorial quanti-

ties can be calculated (e.g. shear rate, stress and viscosity) (Hartkamp et al. 4). The position and

momentum of each atom are used to calculate the forces acting on them and then their position

and velocity after an increment (∆t) in time via the Velocity Verlet algorithm. The body force
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Figure 1: Liquid argon (grey, 2304 atoms) confined between solid argon walls (red, 512 atoms).

The width of the channel is defined as shown on the right.

leads to an acceleration of the fluid, while viscous effects retard the flow until a steady state is

reached. Local thermostats near the walls keep the energy (and thus the temperature) constant in

time (T ∗ = 1.0 for the simulations presented here, which is equal to a temperature of T = 121 K

for argon) (Ghosh et al. 2). Atoms are initially positioned on a 001-fcc lattice. The lattice melts

during the equilibration, followed by a steady state flow. The steady-state simulation results

are averaged by means of 4000 snapshots over a period of time of 4000τ . Furthermore, spatial

averaging is employed over the directions parallel to the solid walls, whereas, the x-direction

(perpendicular to the solid walls) is divided into equally spaced bins of width b = 0.083. The

channel is W = 16.245σ in width and H = 13.68σ in length and height. The fluid in the

channel consists of N = 2304 argon atoms.

The Knudsen number of the flow, which is the ratio between the mean free path λ and the

characteristic length scale LW = W/3, is Kn = (
√

2πσ2ρ∗LW )−1 = 0.052. Typically, flows

with a Knudsen number in the regime 0.001 ≤ Kn ≤ 0.1 can be analyzed with conventional

fluid dynamics equations such as the Navier-Stokes equations. However, the no-slip boundary

condition does not hold if Kn ≥ 0.01. A region forms near the wall, called the Knudsen layer,

where the flow can not be analyzed by the conventional approach, an additional slip boundary

condition is needed. The thickness of this layer depends on the Knudsen number, but is typically

of the same order of magnitude as the mean free path.

Section 2 treats the conservation of momentum, applied to the system which is considered here.

In section 3, the computational results are compared to the Newtonian theory and the results are

briefly discussed.

2. Equations of fluid motion

The equations of fluid motion for an incompressible and Newtonian fluid are given by:

ρ

(

∂v

∂t
+ v · ∇v

)

= −∇p + µ∇2v + f , (2)

with ρ being the density, v the velocity vector, p the pressure, µ the shear viscosity and f the

external force on the fluid per unit volume.

For the system discussed here, the equations of motion can be simplified considerably. The

system properties are (kept) constant in the y- and z-direction and the fluid is confined in x-

direction. The force vector is: f = {0, 0,−f}, with f = ρ∗f ∗, where ρ∗ is the number density

and f ∗ is the body force on each particle. The body force on the fluid causes a streaming

velocity profile in the negative z-direction.

After substituting the force vector and the velocity field, all the terms in the conservation of
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x- and y-momentum drop out1, leaving only the z-component of the momentum conservation

Eqn. (2), which reduces to a Poisson equation:

∂2vz

∂x2
=

f

µ
. (3)

The macroscopic fields are obtained from molecular dynamics simulations in the canonical en-

semble (NVT). The averaged results satisfy Eqn. (3) if the fluid in the nanochannel behaves in-

deed incompressible and Newtonian. Velocity is an almost parabolic function of the x-location,

due to the boundary conditions, besides wall effects.

3. Results and discussion

Fig. 2 shows the streaming velocity in z-direction as function of x and the first and second

derivative with respect to the x-direction. The derivatives are obtained from the velocity profile

via a central difference scheme. The velocity profile is approximately quadratic in the bulk,

corresponding to linear and constant first and second derivatives respectively. However, the

fluid deviates from this behavior near the walls of the channel. The predicted Knudsen layer

can be identified where the trend in the streaming velocity deviates from a quadratic profile.

This region is especially clear from looking at the first and second derivative of the velocity

profile. The apparent slip in velocity corresponds to a slow decay to a zero shear rate at the

sides of the channel. In addition to the Knudsen layer, oscillatory structures are seen in each of

the profiles. The magnitude of these oscillations are maximal near the walls and decay towards

the bulk.
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Figure 2: (left) Velocity profile in negative z-direction across the channel and (middle) first and

(right) second derivatives with respect to x. The red solid lines represent the parabolic velocity

profile with f/µ = 0.0408 [(ms)−1].

Fig. 3 shows the right-hand side of Eqn. (3) (left) and the difference between the right- and

left-hand sides (right). The shear viscosity is defined as the ratio between the shear stress and

the shear rate. The ratio between the force per volume and the shear viscosity (Fig. 3 (left))

forms a plateau in the bulk of the fluid and clearly deviates from this plateau near the walls of the

channel. The strong oscillations in the center of the channel are an artefact due to the calculation

of the shear viscosity; the shear rate is approximately zero in the center of the channel, leading

to unphysical results for the shear viscosity, which should be ignored.

1This is true for a homogeneous fluid, which is not necessarily in agreement with the outcome of the molecular

dynamics simulations.
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Figure 3: (left) The ratio between force and shear viscosity. (right) The difference between the

left- and right-hand side of the conservation of z-momentum.

The difference between both terms in the conservation of momentum (Fig. 3 (right)) is a mea-

sure for the error that is made by treating the fluid as Newtonian. In the bulk region, the dif-

ference between both terms fluctuates around zero, which indicates that the fluid behavior is

Newtonian in the bulk region, apart from statistical noise. The deviation from zero near the

walls is larger in magnitude and opposite in sign compared to the average value of both indi-

vidual terms in the bulk, indicating that the made assumptions do not hold in this region due to

the Knudsen layer and the oscillatory structures close to the wall. The behavior of the curvature

near the wall can not be compensated by a positive viscosity. This indicates that important con-

tributions to the constitutive relation are missing, as will be studied in future work (Hartkamp

et al. 4). The Navier-Stokes equations with a slip boundary condition are also questionable near

the walls due to the layering which extends a few σ into the fluid, see Hartkamp & Luding 5 .
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It is well known that for small-scale specimens, standard continuum mechanics 
descriptions particular fail to represent size effects arising due to a relatively large 
microstructure. Micromorphic continuum models remedy for this shortcoming by 
means of additional micro kinematic degrees of freedom and balance relations and 
the introduction of an internal length parameter to mimic a typical microstructural 
size. 
 
A challenge is the modeling of cohesive failure zones, in which the underlying 
microstructural properties govern the macroscopically observed failure behavior. In 
previous works [Hirschberger, Sukumar, Steinmann, Phil. Mag., 88:3603, 2008], 
we introduced a computational homogenization framework (FE2) for thin cohesive 
material layers with both a meso-heterogeneous and a microstructured 
substructure. The material layers are represented with a cohesive interface on the 
macro level, whereas we used a micromorphic continuum to model locally periodic 
representative volume elements (RVEs) of finite height on the meso and micro 
scale.  While the method was presented in a hyperelastic setting, the current work 
proposes the necessary extension to inelastic material layers. To this end, 
inelastic constitutive models are incorporated in the micromorphic representative 
volume element. For the sake of simplicity, we here employ an inelastic micropolar 
RVE [Steinmann. Int. J. Numer. Meth. Engng., 38:583, 1995;  Forest and Sievert, 
Acta Mech., 160:71, 2003.], being a special case of the micromorphic continuum.  
 

With inelastic micromorphic material models in the RVE, typical inelastic 
macroscopic responses in the cohesive material interfaces can be predicted based 
on their microstructural constitution. This feature makes the present contribution 
relevant for the modeling of cohesive failure in small-scale specimens consisting of 
microstructured materials. Moreover, this versatile framework can be transferred to 
other coupled problems on the RVE level. 
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Crystal plasticity is the result of the motion and interaction of dislocations. There is, 
however, still a major gap between our knowledge of the behavior of individual 
dislocations and continuum crystal plasticity models. Earlier averaged descriptions 
of dislocations failed to reflect at least the averaged kinematics of a dislocation 
system [1]. Only recently a higher dimensional dislocation density tensor was 
defined which overcomes essential drawbacks of earlier dislocation density 
measures and theirs evolution equations [2] in that dislocation fluxes and line 
length changes are correctly described. By introducing assumptions on the 
dislocation velocity and curvature we partially integrate the evolution equation of 
the higher dimensional tensor to develop simpler formulations which evolve the 
total dislocation density and the average curvature of the dislocations. Together 
with the evolution of the classical dislocation density tensor this governs a faithful 
representation of the dislocation kinematics without the use of extra dimensions or 
the intricacies of screw–edge representations [3, 4]. The kinematics are illustrated 
at simple example cases and compared to predictions of the underlying higher 
dimensional theory. 
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ABSTRACT 

 

Two modeling approaches are used to tackle the formulation of structure-property relations 

with respect to the mechanical behavior. On the one hand, a “multiscale” strategy examines 

the evolution of macroscopic and simultaneously meso- or microscopic variables. On the 

other hand, the “coarse graining” approach is concerned with deriving coarser dynamics as 

based on the knowledge about the fine-scale dynamics. Both of these distinct tasks are greatly 

helped by modern nonequilibrium thermodynamics. Particularly, we consider the 

nonequilibrium thermodynamics framework General Equation for the Non-Equilibrium 

Reversible-Irreversible Coupling (GENERIC). As specific illustrations for the multiscale and 

coarse-graining strategies, respectively, we consider (i) kinetic theory in polymer rheology, 

(ii) statistical dislocation dynamics in metal visco-plasticity, and (iii) the modeling of 

amorphous solids. 
 

 

1. Introduction 
 

While the crucial importance for structure-property relations is manifest, there are at least two 

fundamentally different ways to formulate them in modeling. First, in analogy to the classical 

formulation of macroscopic phenomenological relations, one can make an ad-hoc ansatz for 

the macroscopic effect of the microstructure. In order to study dynamic effects, one thus 

requires studying the evolution of some microstructural variables in parallel to some 

macroscopic fields, therefore this is called “multiscale approach” (Fig. 1). For formulating 

both the structure-property relation and the microstructure evolution, nonequilibrium 

thermodynamics provides invaluable tools. Certainly, such thermodynamic methods are 

empty before they are applied to concrete examples. However, exactly for that same reason, 

they are powerful devices to check the healthiness of the equations, i.e., their thermodynamic 

consistency.   The second approach to formulate structure-property relations is based on 

“coarse graining”. In distinction to the previous scenario, the goal is not to study the dynamics 

on multiple scales simultaneously, but rather one intends to derive static and dynamic 

properties on the coarser scale, e.g., to address the structure-property relation from a 

fundamental perspective (Fig. 1). Two prominent examples of coarse graining are (a) (static) 

equilibrium statistical mechanics, and (b) the so-called fluctuation-dissipation theorems, e.g., 

the relation between the viscosity and the time-correlation of the stress fluctuations. As will 

be shown below, there are methods that allow to coarse grain both static and dynamic 

properties.  
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Figure 1. Illustration of different levels of description for polymers and metals. 

While we understand “multiscale modeling” as studying the evolution on 

multiple levels at the same time, “coarse graining” rather is concerned with 

establishing the transition from a fine level to a coarser level.  

 

In order to reconcile both strategies, “multiscale” and “coarse graining”, from a single 

perspective, the nonequilibrium thermodynamics framework called General Equation for the 

Non-Equilibrium Reversible-Irreversible Coupling (GENERIC) is discussed. In the following, 

we give a concise summary of that method (Sec. 2), followed by a discussion of specific 

illustrative examples in Sec. 3, namely, (i) kinetic theory in polymer rheology, (ii) statistical 

dislocation dynamics in metal visco-plasticity, and (iii) the modeling of amorphous solids. 

 

 

2. Method 

 

With reference to the distinction between multiscale and coarse graining discussed in the 

introduction, we now are going to present the key aspects of the method of choice. For more 

details, the reader is referred to [1-6]. 

 

 

      2.1  Single- and multiscale strategy 
 

As a guideline for modeling materials with microstructure we use the GENERIC formalism 

[1-3]. In the following, only a concise summary of the method is given; the reader is referred 

to the original literature for more details. Let us denote by x  the set of dynamic variables 

which describes the given nonequilibrium system to the desired detail. According to the 
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framework, the time evolution of the variables x  of an isolated system can be written in the 

form 
 

 
E Sδ δ

δ δ
= ⋅ + ⋅x L M

x x
  , (1) 

  

where the two generators E  and S  are the total energy and entropy functionals in terms of 

the state variables x , and L  and M  are certain matrices (operators). The two contributions to 

the time evolution of x  generated by the total energy E  and the entropy S  are called the 

reversible and irreversible contributions, respectively. The notation /δ δx  typically implies 

functional rather than partial derivatives.  

 

The GENERIC structure also imposes certain conditions on the building blocks in Eqn. (1). 

First, the Poisson operator L  must (i) be antisymmetric, (ii) fulfill the Jacobi identity, and   

(iii) satisfy the degeneracy condition  
 

 
Sδ

δ
⋅ =L 0

x
 . (2) 

 

In contrast, the friction matrix M  must (i) be Onsager-Casimir symmetric, (ii) be positive 

semi-definite, and (iii) satisfy the degeneracy condition 
 

 
Eδ

δ
⋅ =M 0

x
 , (3) 

 

which altogether ensure the conservation of total energy and a non-negative entropy 

production. In this sense the, general principles are accounted for. However, the framework 

needs to be filled with further physics, namely with the knowledge about the specific system 

of interest. This will be discussed in Sec. 3. 

 

 

      2.2  Coarse graining 
 

A particular feature of the GENERIC framework in contrast to other methodologies in this 

field is that it applies to different levels of description, e.g. reversible Hamiltonian mechanics 

and dissipative macroscopic field theories. Obviously, the four building blocks E , S , L , and 

M  differ between the different levels. However, there are abstract coarse-graining procedures 

to relate them [3-6].  
 

The first step in coarse graining consists of establishing the two levels of description that one 

attempts to link. The variables on the finer level we shall denote by z , which for a 

microscopic many-particle system could be the collection of all particle positions and 

momenta, 
1 1( , , , , , )

N N
=z r r p p  . On the other hand, one needs to specify the variables of 

interest on the coarser level, x . To be more precise, the choice of coarser variables actually 

defines the coarser level. For example, for a solid material described in purely macroscopic 

terms,  x  may contain a strain tensor as well as a temperature field. When considering more 

details, for example of a crystalline metal, the densities of various dislocation types are 

additional variables, on the mesoscopic level.  

 

The concept of ensembles is crucial for establishing the relation between both levels of 

description. Similar to equilibrium thermodynamics, for a given ensemble, the key player is 
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the distribution function of microstates z  in agreement with a macrostate x , ( )ρx z . In 

particular, we have apart from the normalization ( ) 1dzρ =∫ x z  the important relation 
 

 ˆ ˆ( ) ( ) ( )dzρ==∫ x x
x z x z x z  , (4) 

 

where ˆ ( )x z is the instantaneous value of x  expressed in terms of the microstate z . For 

example, for x  the macroscopic mass density, ˆ ( )x z is a sum of Dirac delta functions that are 

located at the actual particle positions. In analogy to equilibrium thermodynamics, there are 

different ensembles, according to whether the coarse grained variables are to be represented 

exactly without fluctuations (“microcanonical”) or if fluctuations are permitted and only the 

averages of the coarse variables are controlled with Lagrange parameters (“canonical”).  

 

Once, the variables on both levels as well as the statistical ensemble have been chosen, one 

proceeds with the specification of the generating functionals as required in the evolution 

equation (1), 
 

 
0( ) ( )E E=

x
x z  , (5) 

 ( ) [ ]S S=x   , (6) 

 

where the entropy [ ]S   is a functional of the partition function   related to the distribution 

of microstates ( )ρx z   [3]. The specific form of the entropy, which is omitted here, depends on 

the chosen ensemble. The entropy is related to the number of microstates z  that correspond to 

a given macrostate x . Both the energy and the entropy contain purely static information about 

the system. Therefore, if one attempts to access them with computer simulations, (static) 

Monte Carlo simulations is the ideal tool. In general, apart from the fact that the state space 

on the coarse-grained level is larger than the equilibrium state space, the conceptual idea 

behind and the techniques of calculation for the energy and entropy are closely related to the 

well-known equilibrium counterpart. 
 

 To finally arrive at the coarse-grained evolution equations, the Poisson operator and the 

friction matrix must be determined, as required for the reversible and irreversible dynamics, 

respectively. As a general comment, one observes that irreversible effects are absent on the 

atomistic level, while from an increasingly coarser perspective on the same system there 

emerge irreversible effects. For example, water on the level of atoms obeys Newton’s 

reversible equations of motion, while on the macroscopic level viscous effects play a crucial 

role in our everyday experience with water. Upon systematic coarse graining, the emergence 

of irreversibility becomes clear: The coarser (i.e., the less accurate and less explicit) the 

description of the material, the less is the dynamics “under control”. Since the variables on the 

coarse level should account for the slowest modes of deformation, what is left “un-controlled” 

can be considered to represent more rapid motions. If those left-out rapid motions are 

significantly faster that the controlled processes, one speaks of time-scale separation, and 

hence, from the viewpoint of the coarse level, they are considered fluctuations. In more 

technical terms, one can show that the Poisson operator and the friction matrix are given by 

(see also the projection operator formalism [9]) 
 

 
0

ˆ ˆ( ) ( )
( ) ( )

∂ ∂
= ⋅ ⋅

∂ ∂ x

x z x z
L x L z

z z
 , (7) 

 f f

B 0

1
ˆ ˆ( ) ( ( )) ( (0))t dt

k

τ

= ∫ x
M x x z x z   , (8) 
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if time-scale separation holds. Here, 
0 ( )L z  denotes the Poisson operator on the fine level, 

Bk  

is the Boltzmann constant, τ  is the time scale separating slow from fast processes, and fx̂ is 

the fluctuating part of the time-evolution of the instantaneous value x̂ . In other words, 

reversible terms are transferred from the fine to the coarse level. In contrast, irreversible 

contributions arise as a result of fluctuations, in particular, from the time-correlations between 

them, leading to the notion of fluctuation-dissipation relations. For example, the time-

correlation of the fluctuations in the shear stress gives rise to a shear viscosity, while the 

fluctuations in the flux of energy amounts to the thermal conductivity [7,8]. Since the friction 

matrix involves the dynamics on the fine scale, dynamic simulation methods are required for 

numerical studies. Particularly, if the fine scale level consists of microscopic discrete 

particles, molecular dynamics simulations are adequate. 

 

It can be shown that all requirements of the GENERIC framework are met by Eqns. (5-8), 

with the notable exception of the Jacobi identity. 
 

 

3. Illustrations 

 

 

      3.1  Kinetic theory of polymer rheology 

 

The complex viscoelastic behavior of polymeric fluids is a prime example for discussing the 

relation between structure and mechanical behavior. The modeling of polymer rheology in 

relation to microstructural quantities has a long trandition [10]. For example in unentangled 

polymer melts, the deformation of the overall polymer coil and the entropic force to restore 

the spherical shape of the coil are considered the most relevant modes of deformation. Hence, 

either a conformation tensor =c RR  of the polymer end-to-end vector or radius of the 

gyration R , or the corresponding distribution function ( )p R  are often used to describe 

viscoelasticity. 

 

The multiscale approach to such a system thus must encompass, e.g. the conformation tensor 

c  describing the overall distortion of the chain. On the other hand, one is interested in the 

macroscopic deformation and thermal behavior. To that end, one can choose as the full set of 

field variables (all functions of time t  and position r )  

 

 ( , , , )eρ=x u c  , (9) 

 

with the first three variables being the densities of momentum , mass, and internal energy of 

the melt. Note that e  accounts only for the local energy contributions, while energetic effects 

on the scale of the entire chain are not included in e . Under the assumption that energetic 

effects of the chain conformation are negligible [11], the energy of the system consists of the 

kinetic ( 2 / (2 )u ρ ) and internal energy ( e ) contributions of the melt-continuum, while the 

entropy consists of the melt-continuum entropy ( , )s eρ  and of the conformational entropy ( c -

dependent contribution). Having control of the conformation tensor, the entropy is highest for 

a spherical coil, and is decreased for distorted coils. Using the conformation tensor (or even 

the distribution function) in combination with the macroscopic hydrodynamic fields 

underlines the multiscale nature of this (admittedly very simplistic) modelling effort. 

 

The form of the Poisson operator L  can be determined based on the behaviour of the 

variables under affine deformations on the following way. For example, if the polymer coil 

deforms affinely with the macroscopic flow field / ρ=v u , then ( / )= ∂ ∂ ⋅R v r R . From this, 
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one infers the advection behaviour of the conformation tensor, which is found to be of upper-

convected type. Similarly, one can proceed with the other variables in x . By way of the 

GENERIC properties of the Poisson operator (antisymmetry, degeneracy, Jacobi identity), the 

remaining elements of the Poisson operator can be determined. The main result of this 

procedure is that the stress tensor, which is part of the reversible evolution equation of the 

momentum density, is determined in terms of the polymer conformation. In other words: 

Understanding the effect of the macroscopic flow field on the polymer chain and using 

nonequilibrium thermodynamics amounts to specifying the back-effect of the polymer chains 

on the macroscopic flow field.  

 

The irreversible dynamics for this specific example consists primarily of the thermal 

conduction and of the relaxation of the chain conformation. Both of these contributions are to 

be accounted for in the friction matrix M . Educated ansatzes can be made for the chain-

relaxation contribution in this multiscale approach, and the reader is referred to [3] for an 

overview. In the following, however, we rather wish to comment on the coarse-graining 

strategy as applied to this specific example.  

 

The application of systematic coarse-graining to polymeric fluids has been beautifully 

exemplified by Ilg et al. [12,13]. Ilg [12] has shown technically how to coarse grain form an 

atomistic description to the level as specified in Eqn. (9). Doing so, microscopic justification 

was provided for equations derived previously on phenomenological grounds. Particularly, we 

point out that in this example the specification of the instantaneous coarse-grained structural 

variable is straightforward. For a single chain,  

 

 
1

1
ˆ( ) ( )( ) ( )

N

i CM i CM CM

iN
δ

=

 = − − −  
∑c r r r r r r r , (10) 

 

where N  is the number of beads, and 
CM

r  denotes the center of mass as given by the 

positions 
i

r  of the individual beads. In [13], Ilg et al. exploit coarse graining to present a 

thermodynamically guided, low-noise, time-scale-bridging, and pertinently efficient strategy 

for the dynamic simulation of microscopic models for complex fluids. This strategy allows for 

studying the structural and mechanical response of the material beyond the regime of linear 

response, also in general (mixed) flow situations. 

 

 

      3.2  Statistical dislocation dynamics 

 

Understanding, and tailoring, the viscoplastic deformation behaviour of metals is of 

paramount technological importance. To that end, the discovery of the lattice defects, i.e. 

dislocations, as mediators of irrecoverable deformation was a major breakthrough. With 

respect to modelling, this opens a completely new world as there is a concrete proposition for 

structural variables on the mesoscopic scale. Dislocations can be accounted for in different 

ways. For example, one could consider the distribution of dislocation line orientations (see 

discrete dislocation dynamics [14]), leading to a rather detailed description, with some 

analogy to the so-called reptation models in polymer melt rheology. However, since the 

viscoplastic deformation is governed to a large degree by how different dislocations interact, 

such a detailed description would be rather involved conceptually, and numerical difficult to 

handle for reasonable system sizes. In contrast, one can go one step coarser, and consider 

(line) densities of dislocations as the quantities of interest [15-18].  
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It is most natural to study the dynamics of dislocations jointly with a macroscopic description 

of viscoplasticity. The latter has been examined e.g. in [19] by using as dynamic (Eulerian) 

field variables 

 

 e( , , )e′ =x u F  , (11) 

 

with u  and e  the densities of linear momentum and internal energy, defined earlier. eF  

denotes the elastic contribution to the deformation gradient, with material time-derivative  

 

 e e( )T= ∇ ⋅F v F p e− ⋅ț F  , (12) 

 

where pț   is the plastic strain rate tensor, for which a constitutive relation in terms of the 

dislocation processes is needed. For studying the system from a multiscale perspective, the 

full set of variables is proposed as 

 

 e( , , , )e ρ=x u F  , (13) 

 

with ρ   symbolizing several dislocation densities, e.g., mobile/immobile, edge/skrew/mixed, 

for different glide systems. Preliminary attempts in this direction indicate the following [20]. 

First, implementing the Peach-Koehler force due to the macroscopically applied stress as a 

contribution in the evolution of the dislocation densities automatically results (without any 

further assumptions) in the tensorial Orowan relation for the plastic strain rate tensor. In 

contrast, mutual interactions between dislocations have no effect on the plastic strain rate 

tensor. And second, the diffusion-type equation for the dislocation densities does not only 

contain a drift term in the form of dislocation interactions and Peach-Koehler forces due to 

externally applied stresses. There is also a diffusional contribution, which is often missed 

when deriving the density evolution with non-thermodynamic techniques. The relevance of 

the diffusion term is two-fold. One the one hand, it indicates that in the absence of any 

dislocation interactions, the dislocations would attain a homogeneous distribution simply for 

entropic reasons. On the other hand, if the diffusion equation is transformed into the 

corresponding trajectory-wise interpretation, the diffusion terms stands for random 

fluctuations (noise) [21], as one would expect for mesoscopic objects as the dislocations are.  

 

The procedure for coarse graining, as compared to the multiscale approach, is less clear. The 

following contrasts sharply with the example of polymeric fluids presented above. One of the 

main problems in coarse graining from an atomistic description to the level of dislocations 

(and their densities) concerns the proper definition of the instantaneous variables  ˆ ( )x z  (see 

Eqn. (4)). What is the problem? Eqn. (10) for the instantaneous tensor of gyration is expressed 

exclusively in terms of the current particle positions. It is however, less clear how such an 

instantaneous expression should look like for either the (elastic part of the) deformation 

gradient or for the identification of dislocation. In order to define the deformation gradient 

based on particle positions, different methods have been proposed, among them the best-fit 

uniform deformation gradient [22,23], and a method based on quadruples of particles [6]. In 

any case, all of these methods rely on comparing two snapshots of the many-particle system, 

and as such they fundamentally differ from Eqn. (10). Further, if the deformation gradient had 

been identified on a particle-level, one could then use the compatibility condition to introduce 

on local scales the derivative of the deformation gradient, and hence invoke the concept of a 

microscopic Nye tensor [23,24]. Apart from the complications associated with the definition 

of the deformation gradient, the extraction of dislocation densities is even more cumbersome. 

So, for strained systems with dislocations, already the proper definition of the coarse-grained 

variables in terms of atomistic configuration is complicated.  
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      3.3  Deformation of amorphous solids 

 

Amorphous solids are a particularly challenging class of materials. On the one hand, they 

exhibit a predominantly elastic regime at small deformations, with a transition to (rate-

dependent) plastic behaviour at larger deformations, as crystalline solids do. On the other 

hand, they show aging and more importantly, one is unclear about the structural signature 

most relevant for the mechanical behaviour. One prominent idea consists in monitoring 

regions that rearrange nonaffinely upon deformation. This can be viewed in terms of the 

inherent structures, as elaborated in [26,27], or in a coarser sense in terms of the so-called 

shear transformation zones (STZ) [22,28]. While [26,27] are important steps towards coarse 

graining in amorphous solids, in the following we rather comment on a multiscale strategy 

related to the STZ-model. 

 

In the tensorial version of the STZ-model [28], the dynamic microstructural variables consist 

of the number density of zones n , as well as an average orientation tensor N . The 

fundamental mechanism underlying viscoplastic deformation is (a) the orientation of the 

existing zones, as well as (b) the generation of zones. Similar to the procedure in Sec. 3.2, it is 

tempting to search for a unified description of macroscopic elasto-viscoplasticity with STZ-

dynamics. In other words, the relevant set of variables is 

 

 e( , , , , )e n=x u F N  , (14) 

 

with the evolution equation for the elastic deformation gradient of the form (12). The main 

goal of such a multiscale approach is to better resolve the physics behind the plastic strain rate 

tensor pț . As a first result, one can show the following. Knowledge about the effect of zone 

orientation in the different evolution equations in x  leads to the identification of the driving 

force for the orientation process. This is direct result of thermodynamic consistency. 

Admittedly, the method presented here imposes only rather general (and weak) conditions on 

the kinetic processes involved in the zone orientation process.  

 

 

Discussion  

 

The mechanical behaviour of three types of materials have been studied by way of a 

multiscale approach, i.e. by following the time-evolution in terms of a macroscopic 

continuum field theory unified with a mesoscopic structural variable. In contrast to the 

identification of the structural variable for the polymer melt and the crystalline metals, it is 

considerably more complicated to make a good choice for the amorphous solids. Two choices 

have been considered, however, this point still open for discussion. 

 

With regard to coarse graining, it became clear that there are features distinctive to solid 

systems. First, and most importantly, strain measures such as the deformation gradient on the 

atomistic level cannot be defined purely in terms of the current particle positions; rather the 

comparison of two configurations is needed. And second, an analytic (rather than based on 

by-eye inspection or based on an energy-criterion) expression for the identification of 

dislocations is highly complicated.  
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Recently, the study of component materials of composites on the basis of data on 
the effective material behavior has become very intensive. This, of course, 
belongs to the group of inverse problems which are in general solved by 
minimizing the error induced by introducing an approximation function for the 
experimentally identified data. Depending on the purpose different types of error 
functions can be assumed. However, the root-mean-square error has been used 
as the standard method in many contributions. The reasons for this are that this 
approach leads to a computationally efficient solution and can clearly be 
substantiated. It is a result obtained by maximization of the probability that some 
sets of parameters appearing in the approximation function is correct if the set of 
experimental data is given. In our approach, the approximation is the displacement 
function obtained by minimizing the total potential corresponding to the nonlinear 
composite materials and given external load. Since the requirements for 
statistically uniform materials are met, the multiscale FEM is chosen for the 
solution of the forward problem and the determination of the displacements. 
Finally, the combination of the root-mean-square error with the multiscale FEM 
results in the nonlinear least square method for whose solution the Levenberg-
Marquardt method is used. 

 

The illustrative examples serve to investigate two- and three-phase composite 
materials, each phase having two characteristic parameters. Special attention is 
given to the analysis of the computer effort needed to solve the problem. In this 
context, it can be observed that the number of iterations increases significantly by 
increasing of the number of phases. However, in the case of two-phase materials, 
different starting iteration vectors yield the same results while, the problem of 
detecting global minima appears for three- and more phase materials. 
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Phosphorus impurities in bcc-Fe are reported to aggregate at grain boundaries, 
leading to a decrease in the grain boundary cohesion and consequent 
embrittlement of the material. This deterioration of the plasticity is closely related 
with the interaction of the atoms located at grain boundaries, so that atomic level 
research is essential to understand the problem in fundamental way. The atomic 
level interaction of Fe-P atoms at grain boundary and its effect on plasticity can be 
revealed more distinctly in nanocrystalline material whose mechanical property is 
greatly governed by grain boundary characteristics. In the present research Fe-P 
binary system is modeled by embedded atomic model (EAM) potential and 
nanocrytalline samples are built using Voronoi technique which allows for the 
construction of three-dimensional (3-D) grain boundary networks with desired 
crystallographic orientation. BCC nanocrystalline Fe-P specimens having three 
different phosphorus concentrations with same average grain diameter of 5nm are 
fabricated and then tempered in 500K in order to make phosphorus atoms to be 
distributed at grain boundaries. Compressive loading is applied to the specimen in 
300K with constant strain rate condition. Atomic level analysis is focused on the 
relationship between the distribution and the concentration of phosphorus atoms at 
grain boundary, and the atomic level process of grain boundary-related plasticity. 
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Nanocrystalline (nc) material generally exhibits excellent yield and fracture 
strength, and has potential to be further applied in structural and functional 
materials by optimizing mechanical properties but its deformation mechanism still 
remains unclear. Most recent atomistic simulations on the deformation behavior of 
nc materials have provided valuable insight on the deformation mechanisms of 
bulk nc materials, which can be hardly obtained through experimental 
investigations: even in the nc materials, the deformation behavior is still to a major 
extent governed by dislocations nucleated at grain boundary ledges not via 
classical Frank-Read sources within grain interior. Most of simulation researches, 
however have been carried out on fcc materials (Ni, for example) and besides the 
deformation behavior of bcc materials is remarkably different from fcc in general 
so that the atomistic modeling approaches to nc bcc materials are necessary to 
solve the remained ambiguity of the deformation behavior of bcc nc materials. 
Here we perform compressive tests on three-dimensional nc samples of bcc-Fe in 
temperature range from 0K to 300K with constant strain rate condition. BCC-Fe is 
modeled by embedded atomic model (EAM) potential and nc samples are built 
using Voronoi technique which allows for the construction of three-dimensional 
grain boundary networks with desired crystallographic orientation. Detailed 
analysis for the deformation behaviors based on the atomistic process correlates 
the stress-strain response with deformation mechanisms including dislocation 
nucleation/propagation and mechanical twinning, which significantly depend on the 
grain boundary networks and the deformation temperature. 
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Although nanocrystalline metals and alloys are known to possess attractive 
combinations of properties such as ultra-high strength and superior fatigue and 
wear resistance, it is well established that the large excess energy associated with 
grain boundaries leads to structural instability in the grain structure. In particular, 
under conditions of suitably high stress, grains grow and the high-strength 
characteristic of nanocrystalline metals decreases. Furthermore, it has also been 
shown that loss of fracture toughness and a transition towards brittle behavior are 
critical issues associated with nanostructuring. On the other hand, studies over the 
past few years have revealed that properties of ultra-fine grained fcc metals may 
be further enhanced by the presence of nanoscale twins as an alternative to 
nanocrystalline structures. These attractive properties include ultra-high yield 
strength, high ductility, good electrical conductivity and high strain-rate sensitivity.  
 
The talk will present our investigations of the strength and structural stability of 
nano-twinned fcc metals by way of atomistic simulations. Our results show that 
owing to the symmetric, low energy structure and very high shear strength of 
coherent twin boundaries, nano-twinned metals are more stable even with 
decreasing twin lamella thickness. However, in agreement with experiments, our 
simulations also exhibit a loss of strength below a critical twin spacing due to 
interaction of twin boundaries containing defects. Thus, the aim of this work is to 
address whether nano-twinned structures represent an optimal motif as compared 
to their nanocrystalline counterparts with respect to strength, stability, and the role 
of twin boundaries in the ductile versus brittle response of these nanostructured 
metals. 
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Metallic nanowires have attracted considerable attention over the past decade due 
to their enormous potential as interconnects in nanoelectronics and their often 
unique physical and chemical properties. Research into gold nanowires has been 
particularly rewarding since this ductile noble metal can be drawn into wires of 
atomic dimensions and simultaneous electrical measurements exhibit quantum 
conductance behavior.  
 
We will first describe a new surface probe instrument capable of sustaining single-
atomic-bond junctions in the electronic quantum-conduction regime for tens of 
minutes. The instrument measures and controls the gap formed between a probe 
and a flat surface with better than 5 pm long-term stability in a high-vacuum 
chamber at 4 K using a fiber-optic interferometer that forms a Fabry-Perot cavity 
immediately adjacent and parallel to the probe. 
 
To model the experiment, semistatic density functional theory is used to explore 
and compare the evolution of [110] and [111] gold nanowires during tensile 
deformation under a wide range of conditions. Different tensile axes, nanowire 
shapes and effective strain rates are probed. A rich diversity of deformation 
pathways is uncovered, that converge to only two final local configurations with 
reproducible breaking strengths, in agreement with experimental results. Large 
structural rearrangements are often observed during the elongation; such 
rearrangements are often followed by significant self-ordering of the wire. Four 
highly ordered intermediate structures were identified and investigated.1 The 
accessibility of these structures and their stability under load for forward and 
reverse loading are found to be key factors governing the morphological evolution 
of the nanowire. Finally, electronic properties and quantum conductance are 
computed for several of the observed deformation pathways and intermediate 
structures. Good agreement is found between the quantum conductance 
calculations and experimental results.2 
 
1F. Tavazza, L.E. Levine and A.M. Chaka, J. Appl. Phys. 106, 043522 (2009) 
2D.T. Smith, J.R. Pratt, F. Tavazza, L.E. Levine, and A.M. Chaka, J. Appl. Phys. 
(in press) 
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We solve the homogeneous Eshelby inclusion problem on a finite unit cell with 
periodic boundary conditions. Using the Fourier method we first establish the 
relations between the periodic Eshelby inclusion problem and two simpler 
problems concerning harmonic and biharmonic equations. Restricted to two 
dimensions, we employ the complex-variable method, in particular, the Plemelj 
formulas, the Cauchy integral and the Weierstrass elliptic functions, to construct 
solutions to the periodic Eshelby inclusion problem. The main result is a 
representation formula of the strain field which is reminiscent of the familiar 
Green's representation formula. The formula is valid for any smooth inclusion and 
divergence-free eigenstress. Also, the number of inclusions in the unit cell is not 
limited.  
 
Using the obtained representation formula, we establish a necessary and sufficient 
condition for a simply-connected inclusion to be a Vigdergauz structure. Interior 
solution is exceptionally simple for a Vigdergauz structure with constant 
eigenstress, which enable us to show that the induced strain is not uniform if the 
uniform eigenstress is symmetric but not dilatational and the inclusion is not a 
laminate. These results are expected to be extended to inhomogeneous Eshelby 
inclusion, which will have wide applications in micromechanics. 
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Grain boundaries (GBs) can play an important role in plastic deformation since 
they can lead to dislocation pile ups, or to the nucleation, absorption, and 
transmission of dislocations. There is  a large sizescale gap between the 
understanding of these phenomena at the atomic scale (e.g., [1]) and the modeling 
of the effect of GBs in polycrystals. At the crystal sizescale, the collective behavior 
of dislocations is mainly implemented through constitutive laws involving the 
dislocation density as an independent field variable (e.g., [2]). 
In this  paper we propose to connect these scales using the superposition method 
[3] for Discrete Dislocation Plasticity inside grains that are connected with a 
Cohesive Surface model [4] representing the GB. The properties of such a 
cohesive law, relating the relative displacement across the GB to the transmitted 
traction, can be derived from classical molecular simulations. 
More specifically, we consider a bi-crystal specimen, as shown in Figure 1. 
Periodic boundary conditions are applied in the direction parallel to the GB, and 
deformation is  imposed by prescribed displacements along the top and bottom 
boundary. The height of the strip is varied so as to investigate size effects. 
Particular emphasis is given to the absorption of dislocations and their spreading 
in the GB as a function of GB properties. The results will presented in a form that 
allows for transfer to continuum plasticity models. 

                              

Figure 1. Sketch of the model comprising two grains. The red circles represent 

nucleation sites for dislocations (denoted by ! symbols). The inset shows the 

cohesive law from [4] that is adopted for the GB.
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Nonwoven felts are materials manufactured from a set of disordered fibers 
consolidated by bonds of different nature, such as simple entanglement, local 
thermal fusion or chemical binders, depending on the particular material or 
processing technique. The interest in these materials is increasing due to lower 
processing costs (as compared to woven fabrics) and they are used today in a 
number of applications, including ballistic protection, thermal insulation, liquid-
absorbing textiles, fireproof layers, or geotextiles for soil reinforcement. The 
mechanical behavior of non-woven fabrics is very different from that of woven 
materials. Their stiffness and strength are lower than their woven counterparts, but 
they are far superior in terms of their deformation capability and energy absorption 
during deformation. In addition, the deformation and failure processes of non-
woven felts are highly complex because they involve different micromechanisms 
which act simultaneously: straightening, large deformation and rotation of the 
fibers as well as bond breakage, fiber sliding and fracture.  

There is a lack of sound physically-based micromechanical models to 
represent the mechanical behavior of these materials and this was the main 
objective of this investigation. The material studied was a non-woven felt made up 
of polypropylene fibers consolidated by thermal bonding. Tensile tests were 
performed on unnotched samples, showing that the deformation of this material 
involved complex mechanisms including fiber reorientation and plasticity. Bond 
breakage and fiber fracture were the main damage mechanisms. Damage was 
spread over a large area before localization. In addition, the post-peak behavior 
showed either a sudden failure of a large amount of fibers with a sharp drop of the 
measured force, or a further extension of damage with a gradual decay of load. In 
both cases the unraveling of fibers allows the felt to keep a certain load-carrying 
capability up to large strains. The experiments also examined the role of defects 
by inserting central notches with different sizes. These tests confirmed the notch-
insensitive behavior of the felt. 

 The felt behavior was modeled by means a continuum-based finite element 
computational model. The model was implemented by a VUMAT (user-material) 
subroutine for ABAQUS Explicit. The boundary conditions controlled the 
deformation gradient tensor for each element, which in turn allowed the calculation 
of the elongation of a fiber with an arbitrary orientation. Taking a set of isotropic, 
non-interacting fibers, the stress tensor was obtained as the angular integral of the 
constitutive equation for one fiber. The constitutive equation for the fibers was 
fitted to an elastic-plastic behavior according to experimental data and included 
damage by fiber fracture. Finally, the ability of the model to reproduce the 
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macroscopic behavior of the felt as well as the micromechanisms of deformation 
and fracture is demonstrated by comparison with the experimental results. 
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ABSTRACT 

 

We use massive united-atoms molecular-dynamics (MD) simulations and an original lateral 
contact experiment to explore the influence of mechanical history on polymer mechanical 
behaviour and segmental mobility. Two typical glassy polymers are considered: bulk acrylate 
(experiments) and atactic polystyrene (aPS) (simulations). Cyclic shear strains lead to 
mechanical rejuvenation process and enhanced physical ageing rate. This experimentally 
observed mechanical rejuvenation of a polymer has been for the first time connected to the 
drastic increase in the simulated segmental mobility. 
 
1. Introduction 

 
Polymer glasses are characterized by very broad spectrum of relaxation times. 

Polymer segmental mobility and polymer mechanical properties characterized by this 
spectrum are influenced by many factors, as physical aging, external mechanical deformation, 
spatial nanoconfinement, and many others. The main goal of the present study is to shed light 
on the influence of some of these factors on polymer segmental dynamics and its mechanical 
behaviour. 

Polymer glasses age with time. The concept of the physical ageing of polymer 
materials was introduced by Struik long ago [1]. At that time Struik suggested that the large 
deformations in glassy polymers influence the physical ageing process, mainly by creating the 
additional free volume. Since ageing is supposed to occur due to some relaxation (decrease) 
in free volume, the free volume created by the deformation erases some part of the ageing, 
and rejuvenation takes place. McKenna recently [2] showed that after the application of 
deformation the polymer glasses end up into a new thermodynamic state which is different 
from that after thermal rejuvenation above Tg, meaning that some amorphous-amorphous 
transition takes place. This suggestion is supported by the concept of the potential energy 
landscape of the glassy state [3].  

Computer-simulation studies of the changes in polymer dynamics under the influence 
of the deformation have been scarce. Capaldi et al. [4] showed the increased conformational 
transition rate upon the application of the uniaxial compression in molecular-dynamics (MD) 
simulations of a polyethylene-like chain. Using direct atomistic simulations of (bis)phenol-A-
polycarbonate glass Lyulin et al. also showed [5] that the partitioning of the internal energy is 
completely different for thermally and mechanically rejuvenated polymers: the thermal 
rejuvenation is for more than 80% due to weaker van der Waals interactions, while the 
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difference after a mechanical rejuvenation is for about 40% due to increased torsion of the 
polymer chains.  

In the present manuscript our aim is to understand how mechanical deformation 
influences the polymer ageing phenomenon and its dynamics, by doing both atomistic 
modelling and mechanical experiments on typical polymer glass formers. Cyclic shear 
experiments in the plastic regime have been carried out using a lateral contact method where a 
crosslinked glassy acrylate film is cyclically sheared within a contact between two elastic 
(glass) substrates [6]. As compared to more conventional mechanical experiments using bulk 
polymer specimens, this contact method presents the advantage of preventing the formation of 
macroscopic defects such as cracks within the glassy polymer when large strain cyclic strains 
are applied. Atactic polystyrene, aPS, is chosen for MD simulations. We will show how the 
mechanical rejuvenation influences the whole spectrum of segmental relaxation times in a 
polymer glass. For this purpose not only orientational dynamical autocorrelation functions are 
simulated, but the whole distribution function of polymer relaxation times is calculated as 
well, for both non-rejuvenated and rejuvenated samples.  
 
 
2. Simulational and Experimental Details 

 
The united-atom representation of aPS is chosen for the MD simulations, no explicit 

hydrogen atoms are present. The aPS model is described in detail by Lyulin et al. [7]. In 
short, the NPT MD simulations have been performed for 8 aPS polymer chains consisting of 
Np = 80 monomers each (molecular weight ≈ 8300 Da, below one entanglement length) and 
its periodic images. 

After the equilibration at T=540K the continuous cooling was performed with a 
constant cooling velocity of 0.01 K/ps down to the room temperature, 300 K, which is well 
below the known glass transition temperature (about 380 K) for this polymer. In order to 
simulate the effects of the rejuvenation, a 50 Å x 50 Å x 50 Å box  containing aPS bulk 
cooled down to T=300K  is submitted to a cycle of uniaxial extension-compression. aPS 
samples are stretched for about 30 % (well above the yield point) and compressed back with a 
deformation velocity of 0.001 Å /ps. 
 Cyclic shear experiments on a glassy acrylate polymer were carried out using a lateral 
contact method. In this experiment, a crosslinked acrylate film (about 50 m in thickness) is 
cyclically sheared within a circular macroscopic contact (about 660 m in diameter) between 
a glass flat and a spherical glass lens under a constant applied normal load (30 N). From a 
measurement of the lateral contact stiffness, the complex shear modulus can be determined 
both in the linear (viscoelastic) and in the non linear regimes. Full details regarding the 
experimental methodology and data analysis are provided in references [6,8]. 
 
 
3. Results and Discussion 

 
The local orientational mobility in both non-rejuvenated and rejuvenated aPS bulk at 

T=300 K has been simulated with the help of Legendre polynomials of the second order 
(autocorrelation functions, ACFs) 

 
2

2 ( ) 3/ 2( (0) ( )) 1/ 2P t t b b   ,   (1) 

 
where b is the unit vector directed along the phenyl side group and brackets denote the 
averaging over positions and over time. After the rejuvenation the local segmental mobility is 
changed. Rejuvenation drastically increases the relaxation rate, especially in the latest stage of 
the relaxation. The standard KWW fit [9] can not be used to describe the whole relaxation 
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process. It means that different relaxation mechanisms contribute differently to the 
orientational mobility. To take this into account, each ACF is analyzed using the CONTIN 
[10] method 
 

2 ( ) (ln ) exp( / ) (ln ),P t F t d  



       (2) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Simulated distribution function of the relaxation times for P2 ACF of the average 
side bond vector at the chain ends for both initial and rejuvenated samples. 
 

where (ln )F   is a normalized distribution function of relaxation times. The distribution 

function of the relaxation times is shown in Fig. 1 for the end phenyl groups averaged over all 
aPS chains. Three relaxation processes are clearly seen. The magnitude of the long-time  
process increases after the rejuvenation, and its position is clearly shifted to the shorter times. 
Ballistic process at very short times is not affected by the rejuvenation at all. Such a ballistic 
motion can describe only one percent of the total relaxation of the P2 ACF. The clear shift of 
the in-cage  relaxation takes place, also to shorter times. We noticed also that initially the 
density of the rejuvenated samples is higher as compared to the initial density for the aged 
polymer. The faster in-cage  relaxation is probably associated with this initial increase of the 
density. Finally, the increased ageing rate after the rejuvenation is definitely explained by the 
faster  process for the rejuvenated material. 

Prior to the application of cyclic shear in the yield regime, the complex linear viscoelastic 
modulus, G*, of the acrylate film is first measured in its reference state at low strain (0.5 %) 
and for frequencies ranging from 0.05 to 10 Hz. No significant time dependent change in this 
modulus is observed after a contact time of more than one hour, which means that physical 
aging processes of the virgin film are not detectable within this time frame. Sixty shear cycles 
at large strain amplitude (6.4 %) and at a frequency of 1 Hz are subsequently applied to the 
film in order to induce plastic deformation. Then, the dynamics of the yielded polymer glass 
is probed from a continuous measurement of its linear viscoelastic properties at low strain 
(0.5 %). As compared to the initial (i.e. before yield) viscoelastic modulus (G’=1100 MPa, 
G”=67±3 MPa), the storage modulus at 1 Hz is decreased by about 15 % and the loss modulus 
is increased by about 80% immediately after cyclic yield (Fig. 2). However, a progressive 
recovery of these linear viscoelastic properties is observed as a function of time. Such a 
recovery may be viewed as evidence of enhanced physical aging rate of the mechanically 
rejuvenated glass. The time dependent viscoelastic spectra recorded immediately after cyclic 
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yield are consistent with the occurrence of a mechanical “rejuvenation” effect. Accordingly 
G’ is depressed and G” is increased. From these data, one can speculate on a shift of the G* 
spectra to higher frequencies as a result of cyclic plastic deformation. 
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Figure 2. Recovery of storage (G’) and loss (G”) components of the linear viscoelastic 
modulus (Ȗ0=0.5 %, 1Hz) after the application of 60 shear cycles in the yield regime (Ȗ0=6.4 
%, 1Hz). () G’; () G”. Before cyclic yield, the initial values of the components of the 
linear viscoelastic modulus are G’=1066 ± 9 MPa and G”=67 ± 3 MPa. 
 
 
Although the timescales are completely different, this hypothesis is supported by the MD 
simulations which show that mechanical rejuvenation shift the relaxation times distribution – 
both in  and  transition zones - to shorter times. As a result of the increased segmental 
mobility within the post-yield mechanically stimulated glass, ageing is reinitiated as indicated 
by the progressive recovery of the viscoelastic properties.  
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Solid solution strengthening is one of the most impotart strengthening mechanisms 
in soft metallic systems. Over the centuries of materials research, a combination of 
three mechanisms was revealed as decisive for the solid-solution strengthening 
phenomena: (i) the size mismatch of components (Nabarro's parelastic concept), 
(ii) the elastic modulus mismatch of atoms (Fleicher's dielastic contribution), and 
(iii) the concentration of solutes (statistical concept of Friedel and Labush). 
Employing a multi-descriptive modeling approach combining density functional 
theory calculations (resolving atomic structure of materials) and linear-elasticity 
theory (based on continuum description) the key parameters essential for the 
classical theories are determined. In this way, the strengthening capability of the 
solute elements can be precisely quantified, the clasical concepts can be tested 
and their possible validity limits identified. As an example, selected binary Al 
systems are studied and an attempt is made to explain the hardening effect of the 
solute elements in terms of the underlying electronic structure and charge 
densities. 
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It has been consistently observed that two specimens of a granular soil, prepared 
by different methods in the laboratory, may exhibit quite different responses to 
applied loading under otherwise identical conditions [1][2]. Similar results have 
been obtained measuring wave velocity in granular assemblies by means of 
numerical simulations [3]. While there is abundant evidence of the impact of the 
previous history (preparation procedure) on granular soils behavior, it remains a 
challenging task how to describe and take it in account in mechanical analysis.  

 

Fig.1 Evolution of the coordination number and the deviatoric stress with respect to the deviatoric 
strain (normalized on the initial volumetric strain). 

 

In the present work the case of axial-symmetric compression with constant mean-
stress of a dense granular assembly is studied. The analysis is conduced 
performing molecular dynamic simulations [4][5] on aggregates of 10.000 dry 
frictional spheres. For specimens with same density ! and subjected to the same 

initial confining pressure p0 and same loading path, the difference in the response 
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can be considered directly associated with the different microstructure. That is, the 
microstructure in the granular sample can play the role of a descriptor in the 
reference state of the history of the material before to reach such a configuration. 
Particularly, we focus on the average number of contacts per particle, i.e. the 
coordination number, in the reference state. The results show that, when a 
deviatoric strain is applied, the deviatoric stress and the volumetric strain strongly 
depend on the initial coordination degree of the sample. Interestingly the evolution 
of the microstructure itself and the effective stiffness of the assembly even are 
related to the initial contact network of the sample. 
 

 
[1] F. Tatsuoka et al. Soils Found. 26 (3), 23, 1986. 

[2] Z.X. Yang et al. Gèotechnique 58 (4), 237, 2008. 

[3] V. Magnanimo et al. Europhys. Lett. 81, 34006, 2008. 

[4] P.A. Cundall and O.D.L. Strack. Gèotechnique 29 (1), 4765, 1979. 

[5] S. Luding. In The Physics of Granular Media, 299, Weinheim, 2004.  
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ABSTRACT 

 

The radiated fields of expanding Eshelby inclusions and inhomogeneities with transformation 

strain (eigenstrain) are obtained based on a formula of Willis (1965) [1], and the “driving 

forces” are evaluated for a plane moving inclusion boundary. They consist of a self-force and 

a Peach-Koehler type force associated with external loading. The total “driving force” 

(dynamic J integral) equaling zero, or to a dissipative term, yields the kinetic relation between 

loading and boundary velocity. 

 

 

1. Introduction: Expanding Eshelby Inclusions. 

 

The analysis of an expanding spherical inclusion with transformation strain (eigenstrain) is 

formulated in Markenscoff and Ni (2010a) [2] on the basis of the dynamic Green’s function 

for an infinite elastic solid;  they obtained the radiated fields from a spherical (Eshelby) 

inclusion with constant dilatational eigenstrain, initially at rest, and expanding radially non-

uniformly according to . It followed the analysis of Willis (1965) [1], with the 

difference that Willis (1965) [1] studied the radiated field from a spherical inclusion with time 

dependent dilatational eigenstrain, but not changing in volume. The radiated fields were 

evaluated [2] on the basis of the dynamic Green’s function according to  

0( ) ( )R t R l t= +
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with the eigenstrain  in a finite region  with boundary 
* ( ; )ij tε x ( )V t ( ) ( )V t S t∂ = ; they were 

shown to satisfy the Hadamard jump conditions.  

 

By a limiting process from the spherical solution (Fig. 1), in which the radius of the spherical 

inclusion tends to infinity so as the inclusion to remain constrained, the radiated fields of a 

half-space inclusion with dilatational eigenstrain moving from rest non-uniformly in the 1x  

direction were obtained [2]. 
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  Figure 1. A plane boundary as a limit of a spherical one 

 

For a static circular inclusion, the limit that yields the half-plane inclusion has been obtained 

by Dundurs and Markenscoff (2009) [3], and the resulting stress field, which requires applied 

tractions at infinity to sustain the eigenstrain, coincides, indeed, with the Eshelby solution 

(1957) [4] for the interior, and outside the boundary, with the one determined by the Hill 

(1961) [5] jump conditions. Analogously is treated the 3-dimensional limit of a spherical 

inclusion to yield a half-space inclusion, and this limit is the initial condition for the dynamic 

problem of the half-space inclusion. This static limit is the minimum energy solution for a 

half-space constrained inclusion, since, superposing self-equilibrated tractions at infinity (that 

keep the interface compatible) increases the total energy of the system. It may be noted that  

Eqn(1), when integrated from time minus infinity to zero, gives the static Eshelby solution[4].  

 

 

2. Driving Forces on Inclusion Boundaries 

 

For a plane boundary (of a constrained inclusion) moving from rest in general motion , 

“the driving force” (e.g. [6], [2]) 

( )l t

    i
ij

j

u
f W

x
σ

⎡ ⎤⎡ ⎤∂⎡ ⎤⎡ ⎤= − < > ⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦ ∂⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
                 (2) 

was calculated by Markenscoff and Ni (2010) [7] from the limiting fields  of the spherical one 

as the radius tends to infinity (see Figure 1), so that the plane constrained boundary moves 

according to: . The driving force is derived from the dynamic J integral 

(Noether’s theorem), and is equal to the energy-release rate (the mechanical rate of work) 

needed to create an incremental volume of (dilatational here) eigenstrain (due to whatever 

source), as the boundary moves dynamically: 

0( ) ( )R t R l t= +

 

   
*2 2 *2

2 2

2 (3 2 ) (3 2 ) ( )
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a l t

μ λ μ ε λ μ ε
λ μ λ μ )
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− − ⎢ ⎥+ + −⎣ ⎦

&

& .                (3) 

 

The above expression for the self-force consists of two terms: the first static one, coinciding 

with Eshelby (1977) [8] and Gavazza(1977) [9], and the second one due to inertia [2]. If an 
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externally are applied  field is superposed, and all the interaction terms are included in 

Eqn (3), then  an additional Peach-Koehler type term appears in Eqn (3),  of the form 

appl

ijσ

 

          * ( , )appl

k k tσ ε⎡ ⎤⎡ ⎤< > ⎣ ⎦⎣ ⎦xl l .       (4) 

 

Considering that the total dynamic J integral (from which the “driving force” is derived) has 

to vanish in the absence of dissipation, we have the “equation of motion“, or “kinetic relation” 

for a plane boundary with dilatational eigenstrain under  external loading: 11

applσ
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    (dissipation) ( ( ))F l t= &

 

This expression reveals that the fundamental structure of the energy-release rate, or the 

“driving-force” on the boundary of an expanding inclusion, is analogous to the one for a 

moving dislocation [10]: a self-force and a Peach-Koehler force, and no cross terms of the 

applied loading with the motion, thus allowing for the unified treatment of the energetics of 

moving defects. In the case of the dislocation the self-force depends on the acceleration (and  

hence, there is an effective mass), while,  in the moving plane boundary, only on the velocity. 

 

For a plane moving half-space inclusion boundary with general eigenstrain the radiated fields 

have been evaluated in [11] on the basis of  Eqn (1a)  with initial condition the limiting fields 

of the spherical inclusion. The driving force for general eigenstrain was calculated to be [11]: 
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with  the latter terms being due to inertia, while the first one, 0f  , is the static self-force [11]: 
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Any superposed applied loading will add a term given by Eqn (4), and an analogous to (5) 

equation of motion. 

 

 

3. Moving boundaries of inhomogeneities with eigenstrain. 

 

The radiated fields obtained by Markenscoff and Ni (2010b) [11] can be used in order to 

obtain the inhomogeneous (of different elastic constants ) moving boundary by the 

Eshelby equivalent  eigenstrain  method extended to dynamics [7]  (e.g. Mura[12], Eqn 

(24.2)): 

*

ijklC
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  * *( , ; ( )) ( , ; ( ))equiv appl appl

ijmn mn ijmn mn ij ijmn mnC t l t C t l t Cε ε σ−Δ = −x x& & ε      (7) 

 

with ( , ; ( ))mn x t l tε &  being related to the equivalent eigenstrain by the solutions for the strain of 

the radiated fields of the moving inclusion boundary, obtained in [11], as a function of the 

eigenstrain and the boundary velocity. 

 

The total equivalent  is due to the eigenstrain itself in the half-space moving 

boundary plus the equivalent one due to the inhomogeneity (e.g. [12]) 

** ( , ; ( ))equiv t l tε ′ ′ ′x &

 

     ** * *equiv equiv

ij ij ijε ε ε= +        (8) 

 

so that the radiated fields for the moving boundary of an inhomogeneity with eigenstrain can 

be evaluated  from Eqn (1a) with the total equivalent eigenstrain: 
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Subsequently, from these, the driving force can be calculated. 
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Interfaces play an important role in the mechanical behaviour of polycrystalline 
and multi-phase materials.  Grain and phase boundaries in metals locally constrain 
plastic deformation.  For fine-grained materials, or metallic devices with 
dimensions approaching that of the material grain size, interface behaviour has a 
particularly strong influence.  In these cases, modelling efforts have to consider 
the multi-scale nature of the problem:  an accurate prediction of the continuum 
level response depends on accurately accounting for the interface 
micromechanics.  The complex interactions between dislocations and grain 
boundaries have been revealed by a number of experimental investigations and, 
more recently, atomic scale numerical calculations.  These studies help to identify 
the key parameters influencing the extent to which an interface obstructs the 
propagation of slip.  Crystallographic misorientation, the dislocation type and its 
orientation relative to the interface all appear to be important.  
 
In this work, we present a microstructurally motivated continuum level model which 
aims to capture grain boundary behaviour within a strain gradient crystal plasticity 
framework.  Strain gradient theories are able to capture size dependent plasticity 
by accounting for the presence of geometrically necessary dislocations.  Most 
models of this type require additional, non-standard boundary conditions to be 
specified at interfaces.  We discuss these higher order boundary conditions in the 
context of recent microstructurally motivated frameworks.  We proceed to develop 
thermodynamically consistent constitutive relationships which govern slip at a 
grain boundary.  The interface model accounts for the local microstructure and its 
evolution, consistent with experimental observations.  Finally, the numerical 
implementation is discussed. 
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The curing of polymers is a complex process involving the transition of a viscous 
fluid, i.e. the liquid monomer solution, into a viscoelastic solid. This phase 
transition is accompanied by increases in stiffness and viscositiy as well as a 
volume shrinkage which may lead to residual stresses or strains.  
Polymeric materials are frequently enriched with different reinforcements like 
nanoparticles or glass fibres to enhance their properties. The resulting 
improvement of the stiffness or the fracture properties depends in particular on the 
interaction between the reinforcements and the polymeric matrix, i.e. on the 
strength of the bonding between particles and matrix. When the curing process 
proceeds the bond between matrix and particles is developed, but the concurrent 
shrinkage of the polymer matrix can lead to a degradation of the interfacial 
stiffness or even to debonding.  
A multiscale framework based on computational homogenisation, i.e. on the FE2 
scheme [1], is developed to analyse the influences that the curing process has on 
the overall mechanical properties of nanoparticle filled polymers. On the 
mesoscopic scale both the matrix material and the particles are explicitly modelled 
within an RVE. The curing of the polymer matrix is governed by a 
phenomenological hypoelastic constitutive equation which includes the temporal 
evolution of the stiffness and the volume shrinkage [2]. Furthermore, a cohesive 
law is introduced to model the interaction between matrix and particles. It governs 
the development of the interfacial stiffness during the curing process as well as its 
degradation due to the appearance of shrinkage stresses. The macroscopic 
response is computed by homogenising the stress response of the RVE for a 
prescribed deformation. The macroscopic stress-strain behaviour for different load 
cases is considered to elucidate the influences of the curing process on the overall 
material properties of the compound.   
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[2] M. Hossain, G. Possart, P. Steinmann: A finite strain framework for the 
simulation of polymer curing. Part I: elasticity. Comput. Mech., Vol. 44, pp.621-
630, 2009. 
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ABSTRACT

Copper-containing iron changes its material behaviour during its ageing process, especially

when operated at higher temperatures of approximately 340◦C. In that case, copper precipi-

tates, with a mean radius of about one nanometer, form on a relatively large time scale (days)

within the iron matrix, yielding first a precipitation strengthening of the material. However,

as the precipitates grow further in time, the material strength decreases again. The growth

of precipitates is due to vacancy jumps, a process that can be accounted for by Monte-Carlo

(MC) simulations. Unfortunately, the rigid lattice model (RLM) which is applied within this

MC method does not permit the application of forces onto the simulation box, which would

be necessary for performing e.g. tensile tests. On the other hand, with Molecular Dynamics

(MD) simulations, tensile tests can be simulated. Transferring a precipitation state from MC to

MD allows the performance of tensile tests throughout the precipitation process and hence on

relevant time scales. In the framework of Multiscale Materials Modelling (MMM), this can be

understood as a multi-time-scale approach in a sequential way in which the transferred parame-

ter is given by a realistic distribution of the precipitates. Thus, combining the above mentioned

methods, the short time scale of MD is bridged with the larger time scale which is accessible

with MC simulations. In this way, a computational modelling of tensile tests depending on a

realistic precipitation distribution throughout the ageing process of copper-containing iron is

achieved.

1. Introduction

In the recent past, multiscale approaches have been bridging more and more the gaps between

atomistic and continuum modelling techniques in order to expand knowledge of the influence

of atomistic interactions onto the macroscopic material behaviour and consequently to use them

for material design. Combining different simulation methods hierarchically, i.e. in a sequential

way, each method is applied on its appropriate length and time scale and coupled via an adequate

parameter transfer. With MC simulations, the process of precipitation of copper-containing iron

has been described for different temperatures1. The formation velocity of precipitates and their

increase in size over time strongly depends on the annealing temperature. Molecular Dynamics

simulations have been carried out in order to investigate the tensile behaviour of pure iron2 and

the interaction of a dislocation with a single Cu-precipitate in an iron matrix and the resulting

change of the critical resolved shear stress3. In this study, the changing material behaviour of

copper-containing iron is investigated by combining kinetic Monte Carlo (MC) with Molecular

Dynamics (MD) simulations sequentially (Fig.1). At certain times, i.e. states of precipitation,

the field of precipitates is transferred from MC to MD. With this more realistic distribution

of copper clusters, tensile tests are performed, neglecting defects in order to unravel the sole

influence of the precipitate distribution on the tensile behaviour and, in detail, on the tensile
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Figure 1: Scheme of the sequential modelling approach. With Monte Carlo simulations the

relatively slow process of precipitation is simulated. Molecular Dynamics simulations allow for

the deformation of the structure and thus for the performance of tensile tests.

strength of the material.

2. Modelling Scheme

First, the growth of precipitates is simulated, using a kinetic Monte Carlo approach, which

is based on a code developed by Soisson et al.4. After transferring the precipitation field

to Molecular Dynamics, computational tensile tests on a nanoscale are performed. A fixed

body-centered cubic (bcc) and rigid lattice (Rigid Lattice Model, RLM) for α-Fe can be as-

sumed during the whole precipitation process as the copper precipitates are embedded co-

herently in the α-Fe lattice for small precipitate radii5. The box size is L = 64 lattice con-

stants, i.e. N = 2 L3 = 524288 atoms are considered for two supersaturated configurations

(1 at.% Cu, 10 at.% Cu). Periodic boundary conditions are applied within both methods.

2.1 Monte Carlo (MC) Method

The chemical binding between atoms is described by first- and second-neighbour interaction

energies. A vacancy within the simulation box allows the movement of an atom by site exchange

between the vacancy (V ) and a neighbouring atom (Fe, Cu). This thermally activated change

is given by the transition rates

ΓFe,V = νFeexp

(

−
∆EFe,V

kBT

)

, ΓCu,V = νCuexp

(

−
∆ECu,V

kBT

)

, (1)

where νFe/Cu denote attempt frequencies and ∆EFe/Cu,V the activation energies which depend

on the local atom configuration. For each neighbour of the vacancy V , the jump frequencies

Γ1, ...,Γ8 are calculated. By applying a rejection-free residence time algorithm, one of these

eight possibilities is selected. Typically, over 1011 vacancy jumps are performed during the

simulation of precipitation. The time scale is adjusted according to the number of Monte Carlo

steps and the vacancy concentration. As the RLM of the MC code does not permit the simulation

of any deformation, the whole atomic configuration is transferred from MC to MD.
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2.2 Molecular Dynamics (MD) Simulations

MD tensile tests are carried out using the IMD code6 and an Embedded Atom Method (EAM)

potential by Bonny et al.7. First, the transferred configuration from MC is relaxed uniaxially

to achieve an equilibration of the sample. Tensile loading is then applied at room temperature

by straining the sample at a constant strain rate of 10−6 in each MD step in [001] direction. By

using npT pressure control, the pressure is kept zero in directions perpendicular to the tensile

direction.

3. Simulation Results

With an advancement factor of precipitation ξ(t) =
cm
Cu

(t=0)−cm
Cu

(t)

cm
Cu

(t=0)−cm
Cu

(t⇒∞)
, where cmCu denotes the

concentration of Cu within the matrix, the deviation from thermal equilibrium is estimated. The

process of precipitation is presented in Fig.2A for 350◦C and 500◦C and two Cu-concentrations.
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Figure 2: Simulation Results: (A) Development of precipitation, (B) Mean radius as a func-

tion of MC steps, (C) Stress-strain curves 1 at.% Cu, (D) Stress-strain curves 10 at.% Cu, (E)

The fracture strain decreases during precipitation depending on the mean radius of the pre-

cipitates, (F) The tensile strength decreases as well with increasing precipitate sizes but addi-

tionally depends on the concentration, i.e. the number of precipitates. (+ 350◦C, 1 at.% Cu,

∗ 350◦C, 10 at.% Cu, ◦ 500◦C, 1 at.% Cu, � 500◦C, 10 at.% Cu).
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ξ = 0 corresponds to a solid solution, whereas for ξ = 1 the ideal (for thermal equilibrium)

amount of copper has precipitated. Fig.2B shows the increase of the mean radius of the precip-

itates, i.e. the growth process. After each of the nine states (0, 104,...,11 MC steps) of Fig 2B,

the atomic configuration is transferred to MD, and after relaxing the sample, tensile loading is

applied. The obtained stress-strain curves for 1 at.% Cu (Fig.2C) and 10 at.% Cu (Fig.2D) at

different states of precipitation are compared to the tensile behaviour of pure α-Fe. As copper

is a more ductile material than iron, the curves of the Fe-Cu alloy lie below the pure iron stress-

strain curve. With growing mean radius of the precipitates, the fracture strain ǫ (σmax) decreases

(Fig.2E). However, the concentration of Cu, i.e. the number of precipitates, does not have an

additional effect. In contrast, the tensile strength, showing a similar decreasing behaviour with

increasing precipitate sizes, notably depends on the concentration of Cu (Fig.2F). The decrease

in both quantities can be explained since during precipitation, the number of Cu-Cu bonds which

possess a lower binding energy as compared to those of Fe-Cu bonds or Fe-Fe bonds, increases

and thus the material is weakened. On the other hand, the fracture strain hardly depends on the

Cu-concentration. After reaching fracture strain, dislocations are generated within the whole

Fe-Cu crystal.

4. Conclusion and Outlook

In this study, two methods (MC and MD) have been successfully combined in order to obtain

information of the influence of a realistic copper precipitation field on the tensile behaviour of

supersaturated Fe-Cu alloys. The sequential multiscale modelling approach applied here allows

to benefit from the advantages of MC simulations, i.e. the access of larger time scales on which

precipitation occurs while MD is restricted to very short time scales. Furthermore, the MD

simulations allow the performance of computational tensile tests circumventing the restriction

of the RLM. Growing precipitates result in a decrease of the tensile strength as well as of the

fracture strain in the absence of dislocations. As in reality no defect free single crystals exist,

dislocations will be implemented into the analysis in the future. This will change the tensile

behaviour dramatically due to interactions between dislocations and precipitates. Nevertheless,

the multiscale modelling approach presented here allows the separation of the influence of Cu-

precipitates on the tensile strength of Fe-Cu alloys from the influence of dislocation-particle

interactions which will be analyzed in the future.

Acknowledgements

The authors D. Molnar and S. Schmauder would like to thank the German Research Founda-

tion (DFG) for financial support of the project within the Cluster of Excellence in Simulation

Technology (EXC 310/1) at the University of Stuttgart.

References

[1] S. Schmauder and P. Binkele. Atomistic Computer Simulation of the Formation of Cu-

Precipitates in Steels. Comp. Mat. Sci., 24 (9), 42–53, 2002.

[2] D. Saraev, P. Kizler, and S. Schmauder. The Influence of Frenkel Defects on the Defor-

mation and Fracture of α-Fe Single Crystals. Modelling Simul. Mater. Sci. Eng., 7 (6),

1013–1023, 1999.

[3] C. Kohler, P. Kizler, and S. Schmauder. Atomistic Simulation of Precipitation Hardening in

238



α-Iron: Influence of Precipitate Shape and Chemical Composition. Modelling Simul. Mater.

Sci. Eng., 13 (1), 35–45, 2005.

[4] F. Soisson, A. Barbu, and G. Martin. Monte Carlo Simulations of Copper Precipitation in

Dilute Iron-Copper Alloys During Thermal Ageing and under Electron Irradiation. Acta

Mat., 44 (9), 3789–3800, 1996.

[5] P. J. Othen, M. L. Jenkins, and G. D. W. Smith. High-Resolution Electron Microscopy

Studies of the Structure of Cu Precipitates in α-Fe. Phil. Mag. A, 70 (1), 1–24, 1994.

[6] J. Stadler, R. Mikulla, and H.-R. Trebin. IMD: A Software Package for Molecular Dynamics

Studies on Parallel Computers. Int. J. Mod. Phys. C, 8, 1131–1140, 1997.

[7] G. Bonny, R. C. Pasianot, N. Castin, and L. Malerba. Ternary Fe-Cu-Ni Many-Body Po-

tential to Model Reactor Pressure Vessel Steels: First Validation by Simulated Thermal

Annealing. Phil. Mag. (34-36), 89, 3531–3546, 2009.

239



Quantum-accurate multiscale modelling of stress corrosion: the 
origin of hydrogen-induced nm-smooth cleavage in silicon 

crystals 

Gianpietro Moras1*, Lucio Colombi Ciacchi2, Christian Elsässer1, Peter 
Gumbsch1 and Alessandro De Vita3 

 
1Karlsruhe Institute of Technology, Institute for Reliability of Components and Systems, D-

76131 Karlsruhe and Fraunhofer Institute for Mechanics of Materials IWM, Woehlerstr. 11 

D-79108 Freiburg, Germany 
2University of Bremen, Faculty of Engineering and BCCMS, D-28359 Bremen and 

Fraunhofer Institute for Manufacturing Technology and Applied Materials Research IFAM, 

D-28359 Bremen, Germany 
3King's College London, Physics Department, WC2R 2LS London, United Kingdom 

*gianpietro.moras@iwm.fraunhofer.de 

 

Silicon crystals can be sliced efficiently by hydrogen implantation followed by 
thermal annealing, yielding nm-smooth cleavage surfaces. The process has long 
been thought to be driven by H2 internal pressure, powering the creation of a 
network of micron-sized cracks, which eventually connect splitting the crystal 
samples. However, cleavage is initiated by sub-micrometric disk-shaped “platelet” 
defects whose growth mechanism has remained elusive as it is inaccessible to 
direct experimental probing, and far beyond the limits of full quantum-mechanical 
modelling.   
Here we present a study of the thermal evolution of a hydrogen-induced platelet, 
made possible by the “Learn on the Fly” hybrid quantum/classical atomistic 
technique, which is specially suited for investigating tightly coupled chemo-
mechanical processes. The scheme allows us to monitor with quantum accuracy 
the complete repertoire of chemical activity of a realistically sized, 35000-atom 
platelet system in a unique simulation. This unveils a series of causally linked 
chemical steps occurring in different regions of the system, which add up to a 
complete stress-corrosive cycle, thus revealing that stress corrosion is the 
fundamental mechanism of platelet growth. We observe that H2 molecules form by 
associative desorption from the internal platelet surfaces, after which they diffuse 
until they reach the platelet perimeter. There the molecules dissociate back, 
stabilizing the breaking-up of highly stressed silicon bonds and thus yielding 
irreversible platelet growth. A build-up of H2 internal pressure is neither needed for 
nor allowed by this process, which rules out pressure-induced catastrophic platelet 
growth, and allows for the remarkably nm-smooth cleavage surfaces observed 
experimentally. This is revealed by a mesoscale model based on our atomistic 
results, which further discloses the theoretical kinetic limits of the ion-cut process. 
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We report a combined experimental/molecular dynamics study of the indentation 
and compression of faceted Au microparticles on a sapphire surface. The particles 
were created via the dewetting of a polycrystalline Au film on sapphire substrate 
(Fig. 1a). Nanoindentation was also performed in Au films of similar dimensions. 
Experiments show that the larger microparticles are softer, i.e. the strength is size 
dependent. Simulations show that deformation is controlled by dislocation 
nucleation near the tip, followed by fast dislocation glide toward the surface. Well 
defined pile-ups were observed near the indents in thin films, while no such pile-
ups were observed in the particles. The Molecular Dynamics simulations supply us 
with insights of the dislocation mechanisms within the microparticles during 
deformation and aide in rationalizing the size effect observed experimentally (Fig. 
1b). We present a comparison of post-deformation particle shapes from high 
resolution AFM and the simulations.  
 

 
Figure 1: (a) An SFM image of one elongated Au microparticle on sapphire 
substrate. (b) MD simulation of the indentation of a faceted microparticle with a 
cube corner punch. 
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The ongoing miniaturization of components and devices in many modern 
technologies (e.g. microelectronics, medical devices, etc.) requires the knowledge 
of mechanical properties in these small dimensions. Size effects in the mechanical 
properties prohibit the usage of macroscopic properties. Hence, numerous efforts 
were undertaken in the past to measure small-scale properties. However, the 
initial material conditions as well as the boundary conditions are usually not 
completely known, which is caused by the preparation method (may cause 
damage to the material) and possible misalignment of the testing equipment (may 
induce additional bending and torsion loading). 
To investigate the influence of the initial dislocation structure in terms of initial 
dislocation density and additional bending loading on the mechanical response of 
micro tensile samples 3-D discrete dislocation dynamics simulations (3-D DDD) 
were performed. Tensile samples with square cross-sections from 0.5x0.5 to 
2.0x2.0 !m2 and aspect ratios of 1:1:3 and 2:2:3, respectively, were simulated. 
The material properties of aluminium were used. For the study of the influence of 
the initial dislocation structure on the mechanical response a special relaxation 
method was utilized to obtain more realistic initial dislocation structures for the 
subsequent tensile test. For the superimposed tension and bending tests, which 
should mimic an imperfect tensile test, Frank-Read sources were used as initial 
structure. The displacement controlled tests showed a strong dependence of the 
mechanical response on both, the initial dislocation structure (density) as well as 
the boundary conditions. The scaling exponent of the size effect varies from -0.5 to 
-0.9 in the investigated size regime depending on the initial conditions. Finally, the 
impact of these material and boundary conditions on micro mechanical 
experiments and the derived mechanical properties will be discussed. 
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The resistance of thin metallic films to plastic localization and fracture is an 
important issue in flexible electronics, thin coatings on deformable substrates, and 
several types of MEMS. The resistance to plastic localization is controlled by the 
strain hardening, strain rate sensitivity, and presence of imperfections. The 
resistance to fracture is controlled by the resistance to damage. Experimental 
results obtained using a nanomechanical lab-on-chip technique on Al and Pd films 
with thickness between 50 and 500 nm show several types of size effects affecting 
the ductility and fracture. A strong statistical dependence of the ductility on the 
overall size of the sample is also observed. The two materials exhibit different 
mechanisms of plastic localization and fracture. The objective is to discuss the 
similarities and differences between the two systems based on transmission 
electron microscopy characterization and on a multiscale modeling approach 
relying on a strain gradient plasticity FE model with evolving higher order boundary 
conditions at the interfaces. 

The Al films, with 100- 200nm grain size, show a stable necking process followed 
by localized shear banding. The strain hardening capacity is moderate. Damage 
takes place by void nucleation at triple junctions. Plasticity is dominated by the 
interactions between the dislocations and grain boundaries. Strain gradient effects 
tend to stabilize the necking process while imperfections do the opposite. Stress 
driven grain grow within the necking region also contributes to stabilizing the 
localization process. 

The Pd films involve 20-30 nm grain sizes containing a high density of fine 
coherent 2nm thick growth twins offering multiple barriers to dislocation motion, 
and sources for dislocation storage and multiplication. The very high strain 
hardening capacity coming from the dislocation/twin boundary interactions does 
not lead to large ductility due to failure mechanisms initiating after 2 to 4 % strain. 
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Classical crystal plasticity theory cannot properly capture phenomena such as 
dislocation pile-up and dislocation patterning. To remove this limitation, higher-
order crystal plasticity theories have been proposed in the literature. The higher-
order terms in these theories have been connected to the short-range interaction 
of individual dislocations, e.g. by Groma and co-workers on the basis of statistical 
arguments. In the present contribution we study this relationship from a 
deterministic perspective.  
 
We consider an idealised pile-up situation in which walls of edge dislocations are 
pushed towards a barrier by an externally applied stress. Whereas discrete, 
microscopic analyses clearly show a pile-up of dislocations against the barrier, the 
conventional, mesoscopic crystal plasticity theory predicts a collapse into a wall of 
super-dislocations at the barrier. The reason for this pathological behaviour is that 
short-range interactions between the individual dislocations, which in reality 
prevent such a collapse, are not accounted for in the conventional theory. 
 
A back-stress term can be introduced to account for the nearest-neighbour 
interactions. However, a comparison of predictions made with the higher-order 
theory thus obtained and the discrete simulations shows that the back-stress term 
only partially repairs the shortcoming of conventional crystal plasticity theory. For 
the idealised problem considered, a finite sized pile-up is now obtained, but the 
dislocation density distribution within the pile-up is still quite different from that of 
the discrete simulations. 
 
The response in a thin boundary layer near the barrier can is captured by the 
conventional continuous theory for a single pile-up. In this contribution we develop 
a similar understanding of the remaining part of the pile-up, in which interactions 
between the different slip planes as well as between all walls within a certain 
range play a crucial role. 
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The Escaig model for thermally activated cross-slip in Face-Centered Cubic (FCC) 
materials assumes that cross-slip preferentially occurs at obstacles that produce 
large stress gradients on the Shockley partials of the screw dislocations. However, 
it is unclear as to the source, identity and concentration of such obstacles in 
single-phase FCC materials. In this talk, we describe embedded atom potential, 
molecular-statics simulations of screw character dislocation intersections with 
forest dislocations in FCC Ni and Cu to illustrate a mechanism for cross-slip 
nucleation. The simulations show how such intersections readily produce cross-
slip nuclei and thus may be preferential sites for easy cross-slip. Simple 3-
dimensional dislocation dynamics simulations accounting for Shockley partials are 
shown to qualitatively reproduce the atomistically-determined core structures for 
the same dislocation intersections. It is also shown that there exists a finite 
activation barrier for the screw dislocation to transfer from the fully glide plane or 
the fully cross-slip plane state to the partially cross-slipped state at these 
intersections, which is a factor of 2 - 5 lower than that in the bulk. The activation 
barrier for cross-slip at these intersections is shown to be linearly proportional to 
(d/b)ln(1.732d/b)0.5, as in bulk, where ‘d’ is the Shockley partial spacing of the 
partial dislocations and ‘b’ is the Burger’s vector of the screw dislocation. The 
activation energies are determined as a function of the line orientation and 
Burger’s vector of the intersecting dislocations. These results suggest that cross-
slip should be preferentially observed at selected screw dislocation intersections in 
FCC materials. 
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A coupled finite element based model on two different length scales is introduced 
in order to predict mechanically induced residual stresses in metallic components 
possessing heterogeneous microstructures. Each integration point of the 
macroscopic model is connected with a model on the micro-scale featuring the 
micro topology. The microscopic model is based on a periodic micro field 
approach employing individual parameter sets for each phase optionally taking 
into account crystal plasticity or classical continuum theory. Whereas boundary 
conditions are applied to the macroscopic model, the microscopic one serves as 
implicit constitutive law based on the modeling of all considered physical effects. 
 
The coupling of the macro and micro scale is based on a large strain framework 
utilizing an updated corrotational lagrangian integration scheme. The deformation 
gradient increment at each macroscopic integration point is applied as boundary 
condition to the microscopic model which provides the stress update and the 
stiffness through homogenization and differentiation of the homogenized stress-
strain-curve. In order to simulate macroscopically complex load paths accurately, 
for each integration point the microscopic load history is stored individually. 
 
To generate industry-oriented micro topologies efficiently, mathematical models 
from stochastic geometry are combined with metallurgical and stereological 
insight. For dual and complex phase steels as well as various titanium alloys the 
utilization of Voronoï and Johnson-Mehl-tessellation is appropriate. For nickel-
based superalloys, stochastic distributions of characteristic micro heterogeneities 
are employed. 
 
To grant appropriate description of micro field variables an extensive validation 
was carried out. To achieve so called representative volume elements, a 
convergence study of apparent mechanical properties and mesh fineness was 
conducted. 
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Efforts to understand plasticity in BCC metals have focused mostly on the role of 
dislocations.  For example, recent work at LLNL has produced a multiscale 
constitutive model for Ta based on molecular dynamics (MD) and dislocation 
dynamics (DD) simulations of slip.  However, recovered Ta samples from high 
strain rate experiments clearly show that twin formation also serves as an 
important strain relief mechanism.  Since experiments at the National Ignition 
Facility will access conditions where twinning is known to occur it is necessary to 
extend the current LLNL constitutive model by adding the effects of deformation 
twinning to the existing multiscale framework.  Accurate modeling and analysis of 
experimental results will only be possible when the continuum level materials 
models include all of the deformation mechanisms that are known to occur.  To 
this end we have performed MD simulations to investigate the nucleation and 
growth properties of twin boundaries and to determine the threshold stress for 
twinning as a function of pressure, temperature, and strain rate in the presence of 
various microstructures.  We report progress on using these MD results to 
determine parameters for a continuum scale constitutive model for tantalum that 
includes the effect of deformation twinning. 
 
This work performed under the auspices of the U.S.  Department of Energy 
by Lawrence Livermore National Laboratory under Contract 
DE-AC52-07NA27344. 
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Recently, a 3D multiscale model has been published that describes the adhesion 
and deformation of a gecko foot-hair, the so-called seta [1]. Here we present an 
overview of this model and focus on current modelling improvements. The chosen 
multiscale approach combines three models at different length scales: At the top 
level, on the order of several micrometers, a nonlinear finite element beam model 
is chosen to capture the branched microstructure of the gecko seta. At the 
intermediate level, on the order of several nanometers, a second finite element 
model is used to capture the detailed behavior of the seta tips, the so-called 
spatulae. At the lowest level, on the order of a few Angstroms, a molecular 
interaction potential is used to describe the van der Waals adhesion forces 
between spatulae and substrate. The molecular interaction forces are coarse-
grained into an effective continuum contact formulation at the spatula level [2]. The 
overall spatula adhesion behavior in turn is inserted as a contact formulation at the 
seta level. The model allows for a detailed, yet efficient simulation of the 
mechanical seta behavior. To illustrate and validate the proposed gecko seta 
model, dynamic pull-off simulations are shown and compared to experimental data 
from the literature. 
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ABSTRACT

In this work a method to identify small scale material parameters used in computational
homogenization is presented. Based on the multi-scale simulation technique known as
FE2 or ML-FEM the large scale response is calculated using the solution of a boundary
value problem on the small scale. The simulated response is compared to the experimental
results in the objective function, its sensitivities are derived and used in gradient-based
optimization algorithms for the identification of linear elastic material parameters.

1. Introduction

Modeling of materials with a periodic heterogeneous micro-structure, e.g. laminates,
has been a topic in research for quite a while. In this work we focus on the numerical
homogenization approach called FE2 method to simulate mechanical material behavior of
said materials, see [1-2]. Experimental parameter identification on the finer scale can be
very time consuming, costly and difficult. Thus, an alternative is explored: identifying
the small scale parameters through large scale experiments, cmp. [3-4]. To this end a new
concept for multi-scale parameter identification using the FE2 method is investigated.

2. Direct Problem

The FE2 method is used to calculate a mechanical response of a component with a het-
erogeneity at a much finer scale than the dimensions of the component itself. This scale
separation makes a computation with fully resolved heterogeneities far too expensive.
Therefore the strategy of homogenization is employed. Assuming a periodic media de-
scribed by a known representative volume element (RVE), its large scale elasticity tensor
is determined as the tangent of the homogenized stress w.r.t. the large scale strain in
each large scale integration point.

The geometry on the large scale is described by Ω̄, its boundary by ∂Ω̄. We investi-
gate the stationary mechanical equilibrium without body forces together with appropriate
boundary conditions modeling the experimental setup. At the Neumann boundary ∂Ω̄N

tractions t̄p are prescribed, whereas at the Dirichlet boundary ∂Ω̄D the displacements ūp

are prescribed:

∇̄ · σ̄ = 0 in Ω̄, t̄ = t̄p on ∂Ω̄N and ū = ūp on ∂Ω̄D, (1)

where the large scale stresses σ̄ are determined by homogenization of the small scale
stresses. On the small scale domain Ω we consider the stationary mechanical equilibrium
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∇ · σ = 0 and complement it by a boundary condition, which is consistent with the
homogenization theory, e.g. the linear displacements boundary condition (linear BC)

u(x) = ε̄ · x ∀x ∈ ∂Ωc (2)

or the periodic fluctuations and anti-periodic tractions boundary condition (periodic BC):

u(x+) − u(x−) = ε̄ · (x+ − x−), ∀x+ ∈ ∂Ω+,x− ∈ ∂Ω−, (3)

t(x+) + t(x−) = 0, ∀x+ ∈ ∂Ω+,x− ∈ ∂Ω−. (4)

The small scale stresses are determined by Hooke’s law σ = C : ε with elasticity tensor C.

After employing the finite element method to the small scale problem, the resulting stiff-
ness matrix K can be used to determine the homogenized discrete elasticity tensor C

d:

C̄
d =

1

|Ω|

npn
∑

a,b=1

(

xa ⊗ K̃ab ⊗ xb

)⊤
ℓ

, (5)

where K̃ab is a 3 × 3 sub-matrix of the matrix K̃, corresponding to the pair of nodes
a, b with K̃ itself being the small scale condensed stiffness matrix (or Schur complement)
and npn is the number of nodes with prescribed displacements. The left transposed of a
fourth order tensor is denoted by (·)⊤ℓ and defined as (Cijkl)

⊤
ℓ = Cjikl in index notation.

Since the small scale stiffness matrix is independent of the applied large scale strain at
the boundary of the RVE, it suffices to compute the homogenized elasticity tensor once.
Then the large scale problem reduces to a standard finite element problem with the large
scale elasticity tensor given by the homogenization procedure.

3. Inverse Problem

The task of the inverse problem is to determine small scale material parameters, such
that the simulated data fits the experimental data. We want to extend this idea over
multiple scales, i.e. we want to identify small scale material parameters with large scale,
but no small scale experimental data. Therefore large scale geometry, loading and defor-
mation are known, as well as the geometry and the constitutive model on the small scale.
The small scale material parameters are to be obtained and are contained in the vector
α. The parameter identification over multiple scales yields the following least square
minimization problem:

min
α

f(ūm, ū, α), such that α is admissible. (6)

The large scale displacements ūm(x̄i) are measured at M points xi, i = 1, . . . ,M . For the
sake of simplicity, these points are assumed to coincide with the nodes of the discretization.
The simulated displacements ū(x̄i) are computed by means of FE2. The objective function
is then given as

f(ūm, ū, α) :=
s

2

M
∑

i=1

‖ū(x̄i) − ūm(x̄i)‖2
R3 , (7)

where s is a scaling factor, e.g. s−1 =
∑M

j=1 ‖ūm(x̄j)‖2
R3 . In order to ensure that the direct

problem can be solved, the material parameters must be feasible, e.g. shear modulus µ
and bulk modulus K must be positive: K > 0, µ > 0. Not only the feasibility condition,
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but also additional information, if available, can be incorporated in the constraints. If,
for examples, a particle reinforced material is considered, the inclusion is usually stiffer
than the matrix resulting in the inequality: Eincl > Emat. Optimization algorithms can
handle different classes of constraints and must be chosen accordingly. We consider the
function lsqnonlin (lsqn) from the MATLAB’s optimization toolbox, which can handle
box constraints and secondly an algorithm called TRESNEI, which can handle nonlinear
inequality constraints. Consistent analytical sensitivities of the discrete problem are used
by the optimization algorithms employed to solve the least square problem. The large
scale derivative w.r.t. the material parameters is linked to the small scale by the term
involving the large scale elasticity tensor, as can be seen by differentiating Eqn (5):

d

dαi

C̄
d =

1

|Ω|

npn
∑

a,b=1

(

xa ⊗
d

dαi

K̃ab ⊗ xb

)⊤
ℓ

. (8)

4. Examples

Periodic and linear displacement boundary conditions on the small scale are considered.
The algorithms are tested for artificial data, where the solution of the direct problem for
given material parameter sets αA and αB replaces the measured data in the objective
function. The optimization was then conducted for a set of 15 random starting points in
the interval [1

2
αA, 3

2
αA]. The RVE consists of a matrix material with a stiffer spherical

inclusion at the center. We considered two different large scale geometries, a plate and a
punched disk. Both are fixed at the bottom and a surface tension of -0.5 GPa is applied
on the top surface.

Results are depicted in Tab 1 and Tab 2, where Nerr counts the number of starting
points for which the algorithms failed to converge to the reference material parameters
within the tolerance of 10−4. Nit describes the mean number of iterations over the set
of 15 random starting points. In addition to the mentioned loading scenarios ’plate’ and
(punched) ’disk’, another, combined scenario denoted as ’multi’ is investigated. There
the parameters are identified for both ’plate’ and ’disk’ simultaneously, i.e. the sum of
the individual objective functions is minimized. As can be seen from Tab 1 the problem
is solved by all algorithms and for all starting points in case of the material αA. The
TRESNEI algorithm needs less averaged iterations. For the second material αB, where

Table 1: results for αA

algorithm lsqn TRESNEI lsqn TRESNEI lsqn TRESNEI lsqn TRESNEI

problem min
α

g min
0<α

f min
α

g min
0<α

f

plate
Nerr 0 0 0 0 0 0 0 0
Nit 35 15 34 19 10 8 29 13

disk
Nerr 0 0 0 0 0 0 0 0
Nit 13 12 35 17 6 7 56 11

multi
Nerr 0 0 0 0 0 0 0 0
Nit 19 10 38 13 6 7 15 11

periodic BC linear BC

the particular parameters corresponding to different phases are closer together, the per-
formance decreases. Tab 2 shows the poor performance for the single scenarios ’plate’
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Table 2: results for αB

algorithm lsqn TRESNEI lsqn TRESNEI lsqn TRESNEI lsqn TRESNEI

problem min
α

g min
0<α

f min
α

g min
0<α

f

plate
Nerr 8 0 1 0 8 1 3 2
Nit 365 41 69 72 235 127 114 185

disk
Nerr 1 3 5 0 5 2 1 1
Nit 31 25 221 35 269 17 92 22

multi
Nerr 0 0 1 0 0 0 1 0
Nit 15 20 26 23 30 19 35 15

periodic BC linear BC

and ’disk’, but satisfactory results for the ’multi’ problem. This indicates, that one sce-
nario alone does not yield enough information for a good and stable identification. The
differences between linear and periodic BC are insignificant.

5. Conclusion

A multi-scale parameter identification concept has been presented, based on a compu-
tational homogenization scheme and gradient based least-square solvers. The set of small
scale material parameters is calculated in a two-scale parameter identification procedure.
The performance of two gradient-based algorithms was tested using a set of random
starting points and artificial data from numerical experiments. The excerpt of numer-
ical examples presented here indicates good performance for composites of phases with
strongly differing material parameters. But for material phases with similar parameters
a good performance is only received, when the data of different large scale tests is com-
bined. In the future the focus will be on stability, choice of experiments and questions of
modeling nonlinear problems.
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In ultra-fine grained and nanocrystalline materials dislocation glide becomes 
increasingly difficult. Hence, to describe the deformation of such materials, it is 
important to understand grain boundary sliding and damage accumulation near 
triple junctions and to formulate valid constitutive relations.  
 
For this purpose we have built a representative volume element (RVE) where a 
cohesive zone model has been developed in which the normal and tangential 
behavior for special grain boundaries are parameterized based on ab-initio 
calculations for bi-crystals. This model has been coupled with a dislocation density 
based crystal plasticity model for the bulk material in order to study the plastic 
deformation of polycrystalline material in the presence of grain boundary sliding. 
With the RVE simulations we study competing mechanisms between dislocation 
slip and grain boundary sliding. Furthermore, we also investigate micro crack 
nucleation near grain boundary triple junctions.  
 
The simulation results reveal that the normal and tangential interface strengths, 
both, are necessary to obtain a good load carrying capacity of crystal aggregate. 
Furthermore, grain boundaries with higher interface strength tend to produce 
stress concentrations and strain heterogeneities and even change the local 
deformation patterns. This study also finds that grain boundaries with larger 
misorientations can stably increase the global material strength during the 
deformation process. 
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Crystalline piezoelectric dielectrics electrically polarize upon application of uniform 
mechanical strain. Inhomogeneous strain, however, locally breaks inversion 
symmetry and can potentially polarize even non-piezoelectric (centrosymmetric) 
dielectrics. Flexoelectricty--the coupling of strain gradient to polarization-- is 
expected to show a strong size-dependency due to the scaling of stain gradients 
with structural feature size. The existence and importance of flexoelectricity has 
been experimentally confirmed in several materials especially ferroelectrics. In this 
presentation, I present an introduction to flexoelectricity and discuss its 
ramifications for the design of multifunctional materials, size-dependent 
piezoelectricity and energy storage.  Specifically, I present results (based on a 
combination of atomistic and theoretical approaches) that provide insights into the 
“effective” size-dependent piezoelectric and elastic behavior of inhomogeneously 
strained non-piezoelectric and piezoelectric nanostructures. I will argue, through 
computational examples, the tantalizing possibility of creating “apparently 
piezoelectric” nano-composites without piezoelectric constituents. I will also 
present experimental evidence based upon nanoindentation of ferroelectrics. 
Finally, I propose that flexoelectricity is an important and essential contributor to 
the intrinsic dead-layer effect in high permittivity ferroelectric based 
nanocapacitors used for energy storage. 
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The conversion of a two phase interface from coherent to semicoherent or 
incoherent can have a profound effect on the microstructure of a material, second 
phase particle morphology and size, misfit stresses, dislocation-particle 
interactions, yield strength, …  The process of coherency loss can occur as a 
natural consequence of phase transformations or particle coarsening.  On the 
other hand, loss of coherency can occur most readily through the interaction of the 
second phase particle with lattice dislocations – especially during plastic 
deformation.  We report the results of a dislocation dynamics study of the 
interaction of lattice dislocations with coherent and semicoherent particles in the 
presence of an applied stress.  The simulations are performed through a 
combination of continuum elasticity and a level set method for dislocation 
dynamics in three spatial (and one time) dimensions.  The results show that a 
dislocation interacting with a spherical coherent particle tends to leave dislocation 
loops in the particle-matrix interface during the bypass process.  Subsequent 
dislocations on the same slip plane lead to more and more loops being formed at 
the particle-matrix interface.  This process continues until sufficient loops are 
added to the interface to cancel the particle misfit in the direction of the dislocation 
Burgers vector.  Once the interface is rendered semicoherent in this manner, the 
nature of dislocation-particle interactions change and the particle becomes a more 
effective barrier to dislocations.  In this limit, the dislocations that become an 
integral part of the particle-matrix interface and the matrix dislocations react during 
the bypass process.  From a modeling perspective, these simulations show the 
importance of describing the interface structure and the matrix dislocations in 
exactly the same framework such that the matrix dislocations are capable of 
modifying the interface structure and vice versa. 
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ABSTRACT 
 

 

We employ atomistic models of single crystal silicon with up to 200,000 atoms to 

examine the influence of crack tip heterogeneities on the brittle-to-ductile transition 

(BDT) and the competition between brittle bond-breaking and emission of 

dislocations. We first examined the crystallographic orientations most widely known 

to exhibit fracture, e.g. failure on the {111} and {110} planes, but could not generate 

dislocations. Even at the very high temperature of 1500K, the material behaved in a 

completely brittle manner. In contrast, when the failure plane was changed to the 

{100} plane, dislocation loops were observed. The formation of these loops could be 

linked to the geometrical ledges at the crack tip with favourable orientations for slip 

on the {111} planes. The dislocations caused the cracks to arrest, but re-initiation took 

place.  

 

 

1. Introduction  

 

The failure of components made of silicon is an important issue in the electronic- and 

nano-technological developments. The functioning of these components relies on a 

detailed understanding of the properties on the atomistic level, and the last decades 

have seen a vast amount of research efforts to unlock the mechanisms and take 

benefits in the further product developments. 

 

The mechanisms responsible for the failure of silicon have been investigated 

experimentally and theoretically. The experiments clearly demonstrate a sharp 

transition from brittle to ductile behavior at a temperature above about 870K, [1]. The 

BDT phenomenon is explained as a shift in mechanism from the breaking of covalent 

brittle bonds between the atoms to nucleation and propagation of dislocations. The 

emission of dislocations shield the crack and trigger plastic deformation, hence the 

crack tip stresses are relieved and make further breaking of bonds difficult.  
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There have been many attempts to explain the transition and gain insight in the 

detailed mechanisms. But despite all efforts, the interactions at the crack tip 

responsible for the generation of dislocations 

have not been understood. Atomistic 

simulations offer genuine possibilities for 

examining the crack tip failure interactions. 

The most correct atomistic description is 

obtained by quantum mechanics DFT, but 

because of the very restricted volume that 

can realistically be treated; a few hundreds of 

atoms, the 3D nature of dislocation loops can 

not be examined. But with the emergence of 

new, quantum mechanics informed force 

field interatomic potentials, we now have 

tools available for examining material 

volumes of sufficient dimensions. 

 

In a previous study by the authors we were 

able to model the BDT  with models 

containing about 27.000 atoms [2]. The three 

main factors contributing to the BDT are 

proposed to be: 

 

1) The brittle crack advance with a stepwise brittle fracture - arrest - re-initiation 

mechanism.  

Figure 1.  Slip vector plot of 

formation of a ledge at the 

crack tip of silicon and the 

subsequent emission of 

dislocation at 1200K, adapted 

from [2]. The brittle fracture 

was completely arrested after 

the emission of a dislocation 

on a {111} slip plane 

 

2) Bond rotation at the crack tip that lead to the formation of new covalent bond 

structures, most typically the 6-member rings are transformed to five-and seven-

member rings. The shift in bond structure relieves the stresses, and induces  additional 

lattice trapping. 

 

3) Formation of small geometrical ledges at the crack tip with orientation in the 

preferred {111} slip plane for dislocation emission. The ledges are either caused by 

crack tip micro cracks on the {111} plane or by crack tip stretching/deformation by 

blunting. The dominating tensile stresses acting on the macro-crack will tentatively 

decompose and exhibit shear components on the slant oriented ledges. It has 

theoretically been shown that even very small amounts of shear loading, in the order 

of 10% of the tensile, will stimulate emission of dislocations [3]. 

 

The three mechanisms work together and an efficient interplay is important in order to 

generate dislocations. Fig. 1 visualizes the crack tip mechanisms.  

 

These findings stimulated to explore the 3D nature of the dislocations, and new 

models with maximum thickness of 100 Å and a total number of atoms of up to 

200,000 were prepared.  

 

 

2. Atomistic model 
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The system set up was the same as 

described in [2]. We apply the first 

principles based ReaxFF reactive force 

field, which retains nearly the accuracy 

of quantum mechanics, even for bond 

breaking events [4].  

 

A perfect crystal with an edge crack 

was loaded by displacing the 

boundaries. The model geometry is 

approximately 200Å by 180Å, with a 

thickness of 50Å for the {111} and 

{110} orientations and 100Å for the 

{100} orientation, and a crack length of 

40Å, Fig. 2. We use periodic boundary 

conditions in the loading- and thickness 

directions (x- and z-directions 

respectively). Before the loading the 

model is relaxed at the relevant 

temperature. Each time step is 0.2fs. 

After relaxation the model was loaded 

200.000 time steps at a strain rate of 

2*10
9 
s

-1
.  

 

3. Results 

 

Brittle crack jump followed by 

emission of dislocations was observed 

in the model with crack orientation 

x100y011 at 1200K. We section the 

model in the thickness direction and 

observe that the tendency to formation 

of dislocations varies along the crack 

front. Two dislocation loops were 

observed on the {111} planes in the 

period of arrest before the brittle crack continued through the model. The emission of 

dislocations coincided with formation of ledges. We also analysed the dislocations 

with the slip line vector and found a good agreement with the observations, Fig. 3. We 

find that the slip directions are <211> and the slip vector is 2.3Å. This is in 

accordance with the partial Burgers vector on the glide plane for silicon with lattice 

constant of 5.4Å.  

 
Figure 2.  Silicon single crystal under 

Mode I loading with an edge crack of 

{100}<110> character. Loading is 

applied at a constant strain rate of 

2*109 s-1.The model size is 

approximately 200Å x 200Å x 100Å 

with periodic boundary conditions in X 

and Z directions. The model contains 

approximately 200,000 atoms. The 

crack length is about 40Å. 

 

4. Discussion 

 

Even though we have proven the origin and the nature of dislocation loops, Fig. 3, it 

still remains to explain why the crack does not come to a complete arrest as was the 

case for the smaller 15Å thick model [2]. This question is of special interest since the 

BDT temperature observed between 880K and 890K for the thin models coincided 

very well with the observed experimental results. We ask if there is a thickness effect. 

One explanation could be that the local loop can arrest the crack for a moment, but 
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since no ledges are formed on the 

adjacent crack front segments, the 

brittle fracture will dominate and 

over-rule the ductile island. If this is 

the case, an array of nucleation sites 

will be necessary in order to secure 

arrest along a substantial fraction of 

the crack front. In contrast, the 15Å 

model is totally dominated by the 

dislocation, and hence comes to a 

complete arrest.  The critical 

distance between the nucleation 

points is probably also related to 

how effective the sources are and 

how dominating the dislocations 

become. 

 

One interesting source for creating 

dense patterns of ledges could be 

the response from surface waves, 

[5]. The well known mirror-mist-

hackle instability phenomenon, 

where dynamical instability leads to 

an increase roughening of the 

fracture surface as the crack speed 

increases, could also be a source for 

ledges.  

 
Figure 3.   Partial dislocation loop emission 

at crack tip in the glide set at 1200 K in 

silicon, crack orientation x100y011, with 

crack front length 100Å.  
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Among the class of high-strength, high-ductility materials, multiphase steels 
occupy a prominent position. The microstructure of multiphase steels consists of 
grains of retained austenite embedded in a ferrite-based matrix. Upon mechanical 
loading, retained austenite may transform into martensite, as a result of which 
plastic deformations are induced in the surrounding phases. This solid-state 
martensitic transformation has been experimentally identified as the underlying 
mechanism responsible for the improvement of the overall yield strength and 
ductility. A detailed understanding of these mechanisms is essential in order to 
optimize the properties of these materials. 
 
The microscopic mechanisms controlling the macroscopic properties are studied 
by means of numerical simulations of aggregates of grains of retained austenite 
embedded in a ferrite-based matrix. Two approaches are used to simulate the 
phase transformation and plastic deformation, namely applying a discrete and a 
continuum model. In the discrete model, plasticity is accounted for using discrete 
dislocations and the transformation is explicitly modelled through evolving 
transformation regions inside grains of retained austenite. The evolution of the 
martensitic regions is governed by a kinetic relation that relates the phase 
boundary velocity to the corresponding driving force. The continuum model is 
based on crystal plasticity coupled to a transformation model where the 
transforming regions are represented through internal variables (volume fractions). 
The driving forces for transformation and plasticity are derived from 
thermodynamical principles and include lower length-scale contributions from 
surface and defect energies. Both discrete and continuum models provide 
valuable insight, at somewhat different length scales, on the interaction between 
plastic deformation and transformation. The simulations are used to study the 
effect of various microstructural parameters, such as crystal orientation, austenitic 
volume fraction and grain size, on the effective response of an aggregate of 
multiphase grains. 
 
This presentation is based on joint work with A. Suiker, D. Tjahjanto, J. Shi and E. 
van der Giessen. 
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ABSTRACT

In this paper the use of modified boundary layer (MBL) approach in multiscale model of fracture

in bcc-Fe has been investigated. The method used is the Quasicontinuum (QC) method with

an EAM interatomic potential. Mixed mode fracture and the influence of different T-stress

level on this has been investigated. The analyses have been carried out assuming different

crystallographic orientations. The results show that the behavior at the crack tip is sensitive

to both the crystallographic orientation, the mode of loading and the applied T-stress level.

Phenomena like cleavage crack propagation, twinning, and dislocation emission are observed

in the analyses.

1. Introduction

Multiscale and atomistic modeling of materials is developing rapidly and represent interesting

tools to investigate the mechanisms taking place at the crack tip. In FE simulations the modified

boundary layer approach is sometimes used to change the constraint by changing the stress in x-

direction, the T-stress. Beltz and Machova1 where the first to systematically control the T-stress

in an atomistic simulation and concluded that it will influence the crack tip stability and result

in a transition from ductile to brittle behavior for a (1̄10)[110] orientation. In2 it is investigated

how the T-stress will affect the crack tip behavior on nano-scale, in the present paper this same

approach is applied for mixed mode loading.

2. The quasicontinuum method

The quasicontinuum method was developed by Tadmor et. al.3. The method couples a contin-

uum and an atomistic description of the material. The continuum description uses the Cauchy-

Born rule to calculate the energy and the properties of the nodes. The material behavior is then

calculated from these properties. The atomistic domain uses a molecular static description. The

interaction between the atoms are modeled with an EAM potential developed by Mendelev et.

al.4. In this work, a 0K static approach is used. The coupling between the continuum and atom-

istic domains is done by refining the continuum mesh to atomistic size in a transition region,

so that every atom is represented. In this way the atoms can use the nodes in the continuum

domain as atomistic neighbors to calculate their energy due to interatomic reactions. The total

energy is then calculated by summing over all atoms and nodes, and the equilibrium is found

by minimizing this energy.

3. Modified Boundary Layer

The modified boundary layer is a continuum mechanical approach where the analytic solution

for the stress field around a crack tip is used as boundary conditions, and the stress in x-direction,

the T-stress, can be used to change the constraint. The anisotropic formulation for mixed mode
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MBL without the T-stress term and with w as a weighting factor for the degree of mode II

loading, so that k1 = (1−w)k and k2 = wk, implemented as given by5:

u(r,θ) =k1

√
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1
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√

(2r)Re

[

1

µ1 −µ2
(µ1q2

√

cosθ+µ2sinθ−µ2q1

√

cosθ+µ1sinθ)

]

+ k2

√

(2r)Re

[

1

µ1 −µ2
(q2

√

cosθ+µ2sinθ−q1

√

cosθ+µ1sinθ)

]

Where p1, p2, q1, q2 and µ j are constants calculated from si j which are the components of the

compliance matrix5.

The displacement due T-stress can be given by an expression corresponding to the anisotropic

expressions for MBL

u(r,θ) = T ·

(

S11 −
S13

S33
S13

)

·r cosθ,v(r,θ) = T ·

(

S12 −
S13

S33
S13

)

·r cosθ

or by an isotropic formulation given as:

u(r,θ) = T ·

(

1+ν
2

E

)

·r cosθ,v(r,θ) =−T ·

(

ν(1+ν)

E

)

·r cosθ

4. Model

A square model with a size of about 1500Å×1500Å is used, with a crack size of about 750Å.

At the crack tip a domain of nonlocal atomistic description is applied. Further away a local

domain with finite element description is applied, while a modified boundary layer formulation

is used as boundary conditions. Three crystallographic orientations has been investigated, 1 -

(010)[101], 2 - (11̄0)[001] and 3 - (011̄)[011], given by the crack plane and the crack front.

5. Mixed mode loading

Simulations with mixed mode loading is done for all of the four orientations. The objective is

to see how the crack behavior change as the mode of loading change. The mode of loading is

characterized by w given in eq. 1. The dislocation emission and fracture behavior was analyzed

with a common neighbor analysis (cna) where blue is bcc structure, green is fcc structure, red is

twinning and white is no specific crystallographic structure,6. Orientation 1 is the so called easy

twinning orientation. It shows crack growth straight ahead in pure mode I loading, see fig. 1(a).

As the mode II contributes the crack grows in a direction 35o to the original crack plane normal,

corresponding a {121} plane, see fig. 1(b). As the mode II contributions increases twinning

occurs in a {121} plane, see fig. 1(c). When the mode II contribution increases even more, edge

dislocations that moves along a {121} plane are created, see fig. 1(d). Also note that with low

degree of mode II loading there is a creation of a small fcc area at the crack tip.

Orientation 2 has crack growth straight ahead on a {110} plane with the creation of a small fcc

area at the sides of the crack tip, see fig. 2(a) and 2(b). When w = 0.4, the fcc area at the crack
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6. Effect of T-stress

Figure 4: Critical stress intensity factor plotted

against the T-stress for isotropic and anisotropic

formulation of the T-stress.

In2 the effect of T-stress on the critical stress

intensity factor and the crack tip behavior is

discussed. Most of the simulations in2 are

done with an isotropic version of MBL. The

anisotropic formulation of the T-stress given

in eq. 2 is here compared with an isotropic

formulation of the T-stress, eq. 2. In fig.

4, the critical stress intensity factor is plot-

ted against the T-stress for both isotropic and

anisotropic formulations of the T-stress, but

both has anisotropic formulations for MBL.

As the figure shows, there is no large differ-

ence between the two different formulations.

Mixed mode loading however, seems to cause

significantly different behavior. The close to

linear trend is no longer observed. This is due

to the fact that both the T-stress and mode II

loading is in the same direction and will influence each other. The difference is that mode II is

shear while the T-stress is normal stresses.

7. Conclusion

Multiscale simulations predict that the crack tip behave more ductile as the mode II load in-

crease. With increased T-stress on mode I formulations the stress intensity factor increases, but

with mixed mode simulations another relationship is observed.
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open visualization tool. Modelling and Simulation in Materials Science and Engineering,

18:015012, 2010.

270



Strength of single crystal superalloys: from dislocation dynamics 

simulations to continuum micromechanics 

Vattré Aurélien
1
, Fedelich Bernard

2
, Arjen Roos

3
 and Benoit Devincre

3
 

 
 

1DMSE, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge 
MA 02139, United States 

avattre@mit.edu 
2BAM, Federal Institute for Materials Research and Testing, Under den Eichen 87           

12205 Berlin, Germany 
3,4ONERA - The French Aerospace Lab, 29 Avenue de la Division Leclerc, BP 72           

92322 Châtillon Cedex, France 
 
 
 

The present work deals with crystal plasticity of single crystal nickel-base 
superalloys. In this context, a scale transition of transferring information from 
mesoscale towards a physically justified micromechanical model is shown. 
 
A numerical coupling between dislocation dynamic simulations and the finite 
element method, the so-called Discrete-Continuous Model (DCM) is used in order 
to take into account the mutual interactions between dislocations and precipitates.  
 
A set of calculations addresses the anisotropic mechanical response of single 
crystal superalloys. Analyses of dislocation interactions show the crucial role of 
one active slip system and its collinear system in the strain localization in the form 
of slip bands. Furthermore, screening of long-range elastic interactions associated 
to the interfacial dislocation network explain the origin of the low hardening rate 
observed in <111>-oriented specimens at high temperatures. 
A new interpretation of the cubic slip phenomenon is also suggested by essentially 
determining by the nature of the dislocation network at the interfaces. 
 
These main results are taken into account in a continuum micromechanical model 
to improve the estimation of kinematical hardening. A key role is played by the 
combination of the activated octahedral slip systems as function of the crystal 
orientation. It is shown that for the systems activated in <111> orientation, the 
contributions to kinematical hardening compensate, while kinematical hardening 
remains high for <001> specimens, which explains the experimental dependence 
of plastic flow on the orientation. Results are presented for the alloy CMSX-4 in 
several orientations.  
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ABSTRACT 

 
A micromechanics damage model is presented which predicts the failure locus of a 

unidirectional carbon fibre reinforced epoxy composite in the transverse plane.  A Mohr-

Coulomb material model is used to predict the onset and evolution of matrix plasticity, while 

a cohesive zone model is used to examine the effects of interfacial decohesion in a number of 

statistically equivalent representative volume elements. Combined transverse tensile and shear 

loading is used to generate a failure surface for the material, which was found to show good 

agreement with the predictions of the Hashin failure theory. The micromechanical model 

developed also provides novel insight into the interaction of microscopic damage mechanisms 

during the fracture process and could prove useful in identifying optimum parameters for 

composite material systems development. 

 

1. Introduction 
 

Fibre reinforced composites exhibit a gradual damage accumulation to failure with a 

multitude of hierarchical dissipative mechanisms responsible for the deterioration of 

mechanical properties.  The anisotropic nature of each individual composite ply means that 

failure, and the interaction of damage mechanisms during the failure process, is highly 

dependant on the direction of loading. Many failure theories currently available are 

phenomenological based [1] and their performance under certain multiaxial loading 

configurations has been found to be poor as they do not consider the microscopic 

development of failure. As a result, virtual testing through computational micromechanics is 

emerging as an alternative approach to failure based predictions for multiaxial stress states [2, 

3]. This paper discusses a micromechanics damage model, developed in ABAQUS [4], which 

predicts the effects of matrix non-linearity, fibre-matrix debonding and local fibre 

distribution. The Nearest Neighbour Algorithm [5] is used to create statistically equivalent 

fibre distributions for the micromechanical models allowing for an accurate representation of 

the microscopic stress state. Combined transverse tensile and shear loading is applied to a 

number of representative volume elements and the failure locus obtained is compared against 

the predictions from the Hashin failure theory [6].  

 

2. Finite Element Modelling 
 

2.1 Microstructure Generation 

 

The fibre distribution for the HTA/6376 material has been recently characterised and the 

Nearest Neighbour Algorithm (NNA) has been developed [5] which enables statistically 

equivalent fibre distributions to be generated. The NNA uses experimentally measured nearest 

neighbour distribution functions to define the inter-fibre distances allowing the short range 

interaction of fibres in the microstructure to be reproduced enabling an accurate 

representation of the local microscopic stress state. A typical geometry produced by the NNA 

is shown in Fig. 1(a). The fibre and matrix regions were meshed using 4-noded, full 

integration plane strain elements (CPE4).  Cohesive elements (COH2D4) were introduced 
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between the fibre and the matrix to predict the onset of fibre-matrix debonding.  Periodic 

boundary conditions, similar to those used by [7], were applied to the micromechanical 

models to ensure a macroscopically uniform stress/displacement field existed across the 

boundaries of each RVE. 

 
  (a)     (b) 

Figure 1: (a) Boundary conditions applied to RVE to simulate combined transverse tensile 

and shear loading (b) Traction-separation law governing behaviour of cohesive elements 

 

2.2 Material Behaviour 

 

The HTA fibres are assumed here to be linear elastic while the 6376 matrix is assumed to 

behave as an elastic-plastic solid. The elastic properties of the HTA fibres and the 6376 

matrix can be found in [5].  The behaviour of the matrix phase is sensitive to the hydrostatic 

stress and as a result the Mohr-Coulomb yield criterion is employed.  The Mohr-Coulomb 

criterion states that yielding will occur on a given plane when the shear stress (�) exceeds the 

cohesive stress of the material plus the frictional force acting along the failure plane, such 

that, 

φστ tannc −=   (1) 

Where c is the cohesion yield stress, �n is the normal stress acting on the failure plane and φ  

is the angle of internal friction.  For the 6376 epoxy matrix the internal friction angle and 

cohesion stress for the 6376 epoxy matrix are, 26=φ ° and 82=c MPa, respectively.  A non-

associative flow rule is used to compute the direction of plastic flow, meaning that the dilatant 

angle, ϕ , is assumed to be zero.  The behaviour of the fibre-matrix interface was modelled 

using cohesive elements available in ABAQUS [4].  Their constitutive response is defined in 

terms of a standard traction-separation law which relates the separation displacement between 

the top and bottom faces of the element to the traction vector acting upon it, as shown in Fig. 

1(b).  The initial linear response is followed by the initiation of damage, based on the 

maximum stress criterion, which is followed by linear softening.  This effective displacement 

at failure of the cohesive elements determines the rate of damage in the element and this was 

defined in terms of the fracture energy, Γ , which corresponds to the area under the traction 

separation curve.  For simplicity, it was assumed that the interfacial normal strength was 

equal to the interfacial shear strength ( 60== sn tt MPa) and the fracture energies were the 

same for Mode I and Mode II type failures ( Γ =25J/m
2
).    

 

3. Results  

 
3.1 Transverse Tensile Deformation 

 

Figure 4 (a) shows the stress strain response of an RVE subject to transverse tensile loading.  

The initial linear response is follwed by non-linear behaviour due to fibre-matrix debonding 
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initiating in a number of locations, as shown by micromechanical model in Fig. 2.  These 

interfacial cracks tend to develop between neighbouring fibres with a small inter-fibre 

spacing.  These interfacial cracks grow and small regions of the matrix ‘bridge’ the debonded 

fibres.  Upon further loading the matrix undergoes intense plastic deformation allowing the 

interfacial cracks to coalesce resulting in final fracture which occurs at a transverse tensile 

stress of 66MPa. This sequence of damage is very similar to observed by Hobbiebrunken et 

al. [8] in a carbon fibre/epoxy composite with a low cure temperature. 

 
Figure 2. Microstructural damage evolution for transverse tensile loading 

 

3.2 Transverse Shear Deformation 

 

Figure 4 (a) also shows the stress strain response of an RVE subject to transverse shear 

loading.  Here, the initial linear response is follwed by non-linear behaviour due to a 

combination of fibre-matrix debonding and matrix yielding, as shown in Fig. 3. For the shear 

case interfacial cracks initiate around closely neighbouring fibres which are aligned at +45° to 

the horizontal shear loading direction. These interfaces fail due to the interfacial normal stress 

being exceeded and are aligned with the main tensile loading axis of the RVE.  As the fibre-

matrix bond fractures, stress is redistributed meaning the shear load is taken up by the matrix 

region immediately adjoining the interfacial crack.  As a result of this stress intensification, 

slip occurs almost parallel to one of the shear loading axes, in this case the vertical shear 

loading axis. Hence, there is intense shear yielding of the matrix in this region. These regions 

of highly yielded matrix allow for neighbouring interfacial cracks to coalesce and a fracture 

path develops due to a combination of both intra-ply damage mechanisms. This occurs at a 

transverse shear stress of 57MPa. 

 
Figure 3. Microstructural damage evolution for transverse shear loading 

 

3.3  Combined Transverse Tensile and Shear Loading  

 

To generate the failure locus of the carbon fibre composite, combined transverse tensile and 

shear loading was applied to an RVE, as shown in Fig. 1 (a).  The ratio of shear strain (�23) to 

transverse strain (�22) applied was varied such that a resulting failure locus could be 

interpreted.  This is shown in Fig. 4(b) where each response curve corresponds to a particular 

�23/ �22
 
loading ratio. Also shown is the prediction of the Hashin model, which assumes a 
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quadratic interaction of the transverse shear and tensile strengths [6].  Failure predictions from 

the micromechanics damage model show good correlation with the Hashin failure theory. 

     
     (a)           (b) 

Figure 4. (a) Mechanical response of an RVE for both transverse shear and transverse tensile 

load cases (b) Micromechanical prediction of failure surface in the transverse plane using 

combined transverse tensile and shear loading 

 

4. Concluding Remarks 
 

A micromechanics damage model has been developed which predicts the failure locus of a 

unidirectional carbon fibre reinforced epoxy composite using combined transverse tensile and 

shear loading.  The failure locus was found to show good agreement with the predictions of 

the Hashin failure theory.  Further development of this type of model should allow for a range 

of stress states to be examined enabling accurate predictions of three dimensional failure 

envelopes in fibre reinforced composites. 
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Understanding plasticity and strength of crystalline materials in terms of the dynamics of 
microscopic defects has been a goal of materials research in the last seventy years. The size-
dependent yield stress observed in recent experiments of sub-micrometer metallic pillars provides a 
unique opportunity to test our theoretical models, allowing the predictions from defect dynamics 
simulations to be directly compared with mechanical strength measurements.  
 
The balance between the dislocation multiplication rate and depletion rate (at the surface) may be 
the key to understand the observed size effect in flow stress.  Here we report two counterintuitive 
observations concerning dislocation multiplication in small volumes from Molecular Dynamics and 
Dislocation Dynamics simulations.  In body-centered-cubic (BCC) metals, the surface itself can 
induce dislocation multiplication as a single dislocation moves across the pillar.  In face-centered-
cubic (FCC) metal pillars and thin films, however, even jogs of the Lomer-Cottrell type are not 
strong enough pinning points to act as permanent dislocation sources.  These results highlight the 
need for better calibration of Dislocation Dynamics models against the more fundamental atomistic 
models. 
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To characterize the potential of tungsten as a structural material in future fusion 
reactors we have performed a thorough investigation of the fracture behavior of 
textured polycrystalline tungsten in a large temperature range for different crack 
orientations. The fracture mechanical tests, conducted in three point bending, 
exhibit that the anisotropic microstructure has a significant impact on the fracture 
mode as well as on the absolute toughness values. In the present paper special 
attention is drawn to the specimen orientation extracted in the rolling direction as 
they switch from transgranular to intergranular fracture  at elevated temperatures 
resulting in a drastic change of their macroscopic fracture pattern. The aim is to 
present a fracture criterion which allows to interpretate and predict this change in 
fracture mode.  
 
Our performed in situ SEM fracture test reveals that secondary cracks ahead of 
the notch propagate. They are located normal to the notch direction and lead to 
crack deflection. Based on this experimental observation an energy criterion 
stemming from layered materials is adapted. In this proposed criterion the ratio of 
the energy release rate of the notch to the one of the secondary crack is 
determinant. This ratio is calculated with a finite element model where secondary 
cracks of various lengths were positioned in different distances ahead of the notch. 
 
With this energy criterion a temperature for the fracture mode change is predicted 
which agrees very well to the one observed experimentally.  
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The nucleation and multiplication of dislocations in some fcc metals and TiAl 
during high strain rate deformation were investigated using molecular dynamics 
simulation. The lattice was shear deformed along the primary slip system at 
various temperatures and strain rates from 106 to 1010 s-1. It was shown that at 
higher strain rates many dislocations nucleated almost simultaneously at different 
places, while at the lower strain rates, only one primary loop nucleates. Secondary 
loops were found to nucleate after the primary loop has reached a critical size. 
Nucleation takes place at specific sites near the line of the primary dislocation loop, 
either on the same plane as the primary dislocation or on nearby planes 
depending on the materials investigated. The loops expand and react with each 
other and form point defects of various types, including vacancy and their clusters 
in the form of short vacancy rows, interstitial loops of different lengths and heights. 
The structural evolutions of the defects formed are investigated and the 
implications to the mechanical properties discussed. 
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In this work, a numerical calculation approach considering the shape and 
arrangement of inhomogenity  was proposed to estimate the elastic constants of 
heterogeneous materials having a continuous matrix, including spherical 
inhomogenity. The results were discussed by comparison with MTM and FEM 
results.  
 
For a composite domain having perfectly bounded double constituents, the 

properties lie in the upper bound-parallel loading model [1] and lower bound-serial 

loading model values [2].  Hence, it would be plausible to estimate the composite 
behavior as a weighted average of the upper and lower bounds. A matrix region 
including a reinforcement having a volume fraction of Vf can be built up by a 
collection of a nested sequence of skins. For the components of stiffness tensor, it 
was assumed that the stiffness tensor components of the ith heterogeneous 
domain was calculated using the following equations;  
 

LB

i

UB

ii CGfCGfC +−= )1(                         (1) 

 
where Ci

UB , Ci
LB  and  Ci are the upper bound values, lower bound values and 

weighted average values for the ith  heterogeneous domain, respectively. Gf is the 
weighted constant for the lower bound values. In the present work, the ratio of the 
projection area to the surface area of the inhomogenity  was considered for 
calculating the weighted constant, Gf. The proposed numerical calculation 
approach for the projection area is named PAA in the text for simplicity. 
 
The case of spherical shaped inhomogenity was considered for the geometry of 
inhomogenity. The staggered (ST) and  transversely aligned (TA) arrangement 
cases were considered for geometry of inhomogenity arrangement. The elastic 

moduli of  different heterogeneous systems calculated by MTM [3] and FEM [4] 
were compared with the results of the PAA proposed in Fig 1. As seen from Fig. 1, 
the agreement between the PAA results and MTM and FEM findings were very 
good. The agreement between elastic moduli calculated with PAA and with MTM 
and FEM indicates the success of the PAA proposed in the current study. The 
numerical calculation method proposed in this work allows the systematic and 
parametric investigation of the effects of microstructural geometry on the elastic 
behavior of heterogeneous materials including spherical inhomogenity. 
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Figure 1.   Normalized elastic moduli versus volume fraction. (a) Al matrix 
including rigid inhomogenity and void, (b) Al matrix including SiC particulates.  
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Fracture toughness of commercially pure polycrystal tungsten was investigated by 
means of mechanical testing and numerical simulations. The material was 
produced in a powder metallurgical route followed by hot rolling leading to an 
elongated grain structure. Notched samples prepared in three orthogonal 
directions with respect to the rolling direction were subjected to three-point-
bending tests at different loading rates in a wide range of temperatures from 120 
to 1200 K. The measured fracture toughness is compared to the results of single 
crystal. We found that the fracture toughness of the polycrystal exhibits much 
smaller temperature dependence such that the polycrystal is significantly tougher 
at low temperatures, but more brittle than the single crystal above 300 K. We 
consider that the opposite effects of toughening and embrittlement due to grain 
boundaries originate from temperature-dependent interactions between grain 
boundaries and dislocations. At low temperature grain boundaries introduce 
additional dislocation sources along the crack front so that more shielding 
dislocations can be produced than in a single crystal. At elevated temperature 
however grain boundaries limit the dislocation mobility and confine the plastic zone 
by hindering dislocation motion. This idea is verified by performing dislocation 
dynamics simulations for polycrystals with different dislocation generation models 
and different grain sizes. The numerical analysis qualitatively agrees with the 
experimental findings.  
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Tumor-specific drug delivery has long been desired in chemotherapeutic cancer 
treatment for achieving enhanced therapeutic efficacy and for mitigating adverse 
side effects.  Most existing anticancer agents are incapable of distinguishing 
between benign and malignant cells, and consequently they cause systematic 
toxicity during chemotherapy.  Owing to their small size, ligand-coated NPs can 
be efficiently directed toward, and subsequently endocytosed by tumor cells 
through ligand-receptor recognition and interaction, thereby offering an effective 
approach for specific targeting of tumor cells.  In the present work, we present a 
thermodynamic model for receptor-mediated endocytosis of ligand-coated NPs.  
Through thermodynamic arguments, we reveal that, unlike the adhesion between 
two inanimate objects, the adhesion strength between an NP and a living cell is a 
non-local, variable quantity that depends on not only the particle size and the 
ligand density, but also the receptor density that is actively regulated by the cell.  
The cellular uptake depends interrelatedly on the particle size and ligand density, 
featuring a two-dimensional phase diagram in the particle size and ligand density 
space.  The variable adhesion strength specifies a lower and an upper phase 
boundary beyond which the cellular uptake vanishes. The design principles of the 
NPs obtained from our studies are validated by comparisons to the 
characteristics of viruses.  Our findings are not only important for understanding 
the biological behaviors and evolutionary design of cells, but also for engineering 
NP-based therapeutic and diagnostic agents.  
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Molecular dynamics simulations have been used to study grain boundary 
migration of [001] twist grain boundaries (GBs) in pure Al described by an EAM. A 
newly proposed driving force being able to drive flat GBs with different 
misorientations was applied to all twist GBs. It is found that the twist GBs remain 
stable during migration. The special GBs with a high density of coincidence sites 
always move much faster than the more random GBs. The temperature 
dependence of the GB mobility indicates that GB migration is a thermally activated 
process. The simulated activation enthalpies with respect to the migration 
processes are in good agreement with the ones obtained in real experiments. For 
the first time, cross slip of screw dislocations is shown as the mechanism of low-
angle GBs. 
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Recent experiments on nanostructured materials, including nanowires, nanopillars, 
nanoparticles, nanofilms, nanotwins, and nanocrystals, have revealed a host of 
“ultra-strength” phenomena, defined by stresses in the material generally rising up 
to a significant fraction (>1/10th) of the ideal strength—the highest achievable 
strength of a defect-free crystal. This talk describes the mechanics and 
deformation mechanisms in ultra-strength materials with flow defect-limited 
characteristics.  
 
Nano-twinned copper exhibits an unusual combination of ultrahigh strength and 
high ductility, along with increased strain-rate sensitivity. We develop a 
mechanistic framework for predicting the rate sensitivity and elucidating the origin 
of ductility in terms of the interactions of dislocations with interfaces. Using 
atomistic reaction pathway calculations, we show that slip transfer reactions 
mediated by twin boundary are the rate-controlling mechanisms of plastic flow. We 
attribute the relatively high ductility of nano-twinned copper to the hardening of 
twin boundaries as they gradually lose coherency during plastic deformation. We 
have further studied the nanostructural evolution including the twin-size dependent 
exhaustion of mobile dislocation density and the orientation effects of twin textures 
based on crystal plasticity modeling. These findings provide new insights into 
possible means of optimizing strength and ductility through the creation of 
coherent internal boundaries [1,2]. 
 
Dislocation nucleation is essential to the plastic deformation of small-volume 
crystalline solids. The free surface may act as an effective source of dislocations 
to initiate and sustain plastic flow, in conjunction with bulk sources. Here we 
develop an atomistic modeling to address the probabilistic nature of surface 
dislocation nucleation. We show the activation volume associated with surface 
dislocation nucleation is characteristically in the range of 1-10b^3, where b is the 
Burgers vector length. Such small activation volume leads to sensitive temperature 
and strain-rate dependence of the nucleation stress, providing an upper bound to 
the size-strength relation in nanopillar compression experiments [3]. 
 
[1] L. Lu, T. Zhu, Y. Shen, M. Dao, K. Lu, S. Suresh, “Stress relaxation and the 

structure size dependence of plastic deformation in nanotwinned copper,” Acta 
Materialia, 57, 5165-5173 (2009). 

[2] T. Zhu, J. Li, A. Samanta, A. Leach and K. Gall, “Temperature and strain-rate 
dependence of surface dislocation nucleation”, Physical Review Letters, 100, 
025502 (2008). 

[3] T. Zhu, J. Li, A. Samanta, H. G. Kim and S. Suresh, “Interfacial plasticity 
governs strain rate sensitivity and ductility in nanostructured metals”, 
Proceedings of the National Academy of Sciences of the USA, 104, 3031-3036 
(2007). 
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In heteroepitaxy, the mismatch of lattice constants between the crystal film and the 
substrate causes misfit strain and stress in the bulk of the film, driving the surface 
of the film to self-organize into various nanostructures. Below the roughening 
transition temperature, an epitaxial surface consists of facets and steps, and 
changes its morphology by lateral motion of steps. In this paper, we present a 
$2+1$-dimensional continuum model for the long-range elastic interaction on 
stepped surface of a strained film. The continuum model is derived rigorously from 
the discrete model for the interaction between steps; thus it incorporates the 
discrete features of the stepped surfaces. Examples show that our continuum 
model is much more accurate as an approximation to the discrete model than the 
traditional continuum approximation. Moreover, in the linear instability of a planar 
surface, our continuum model gives the transition from step bunching instability to 
step undulation instability as the distance between adjacent steps increases, 
which agrees with the experimental observations and the results of discrete 
models and is missing using the traditional continuum approximation. Numerical 
simulations of the surface evolution using our model in the nonlinear regime show 
several different surface morphologies, including the morphology of step bunching 
which cannot be obtained using the traditional continuum approximation.  
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The low density and the richness of mechanical properties of polymer foams 
make these materials of great industrial importance. In this work, we investigate 
phenomena that arise from the different length scales of a solidifying polymer 
foam via molecular dynamics and the lattice Boltzmann method. We use values 
for the local fluid viscosity, inspired by molecular dynamics for the case of a gas 
bubble inside a polymer melt, as input to our lattice Boltzmann simulations. 
These  simulations then resolves the evolution of a liquid foam, whose viscosity 
increases with time (in order to take account of solidification), in the presence of 
a moving wall boundary.  For this purpose, we combine a recently proposed 
mid-range repulsion force in the lattice Boltzmann method [Chibbaro, Falcucci, 
Chiatti, Chen, Shan and Succi PRE 2008] (allowing us to slow down the 
bubble-coalescence process) with the results of molecular dynamics 
calculations for the local viscosity. These simulations show how the competing 
effects of solidification and shear affect the structural properties and thereby the 
mechanical stability of solid foams.

287



288



The Mechanism of Plastic Deformation Localization in Metals 

 

 

Lev B. Zuev and Svetlana A. Barannikova 

 

Institute of Strength Physics and Materials Science, SB RAS,  

2/4 Akademichesky Ave., 634021 Tomsk, Russia 

E-mail: lbz@ispms.tsc.ru; bsa@ispms.tsc.ru 

 

 

 

ABSTRACT 

 

An attempt is made at introducing into plasticity physics of quantum mechanics principles, 

which were developed on the base of evidence obtained in plastic flow localization 

investigations carried on for a range of metals and alloys that differ in chemical bond and 

crystal lattice type (BCC/FCC/HCP), structural state (single-crystal/polycrystalline) and 

deformation mechanisms (dislocation glide/twinning). 
 

1.  Introduction: Autowave plastic deformation 
 

In the recent two decades exhaustive experimental investigations of plastic flow were carried 

out. It has been found that the plastic flow is prone to localization [1]. The process of plastic 

flow would exhibit this distinctive feature at the micro-, meso- and macro-scale levels. The 

macro-scale level is the most interesting and informative one for plastic flow physics. 

For macro-scale plastic flow localization the following main relationships are established: (i) 

the plastic flow would exhibit a localization behavior from yield point to failure; (ii) a specific 

localized flow pattern would emerge at each plastic flow stage; (iii) the localization patterns 

occurring in the deforming solid are regarded as autowave processes (self-excited autowaves); 

(iv) the autowaves in question are related to processes involving self-organization of defects. 

Using a specially developed speckle-photography technique [1], the kinematics of plastic flow 

localization autowaves was established. This is suggestive of the phenomenon having an 

intriguing nature. Evidently, the autowave characteristics, i.e. propagation velocities 10
−5

 < 

awV < 10
−4

 m·s
−1 

<< soundV ≈ 3·10
3
 m·s

−1
, wavelength λ ≈10

−2
 m and frequency 10

−3
 < ω < 10

−2
 

Hz, differ in principle from those of elastic (ultrasound) waves [2] and plasticity waves [3]. 

 

2.  Dispersion relation for localized plastic flow autowaves: experimental results 

 

To gain a better understanding of the nature of autowave processes involved in plastic flow 

localization, one must consider the dispersion relation ( )kω (see Fig. 1), which was derived in 

[4] for the stages of easy glide and linear work hardening, i.e.  

( ) ( )
2

00 kkk −±= αωω ,                                                            (1) 

where α, 0ω  and 0k  are constants, which depend on work hardening stage and kind of 

material. Note that for easy glide, α < 0  and for linear work hardening, α > 0.  By 

substituting ωωω
~

0 ⋅=  and ( )
21

00 sign
~ −

⋅⋅+= ωααkkk  into Equation (1), the latter is reduced 

to the canonical form 2~
1~ k±=ω (see Fig. 2); here ω

~  is dimensionless frequency, k
~

is 
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dimensionless wave number and 
0for 1

0for 1
sign

<−=

>+=

α

α

α  is a signum function of the 

coefficient α. The dispersion relation of quadratic form satisfies the Schrödinger nonlinear 

equation [5] that is applied to self-organization processes occurring in nonlinear media. This 

is an undeniable proof that the process of plastic flow localization is involved in the self-

organization of the deforming medium.  

  

Figure 1. Dispersion relation ( )kω obtained 

for   easy glide (1) and linear work 

hardening stages (2): single Cu, Sn, Fe 

(●) , γ-Fe (■) crystal, polycrystalline Al (▲) 

Figure 2. A generalized relation ( )k
~~

ω  for 

easy glide (1) and linear work hardening 

stages (2): single γ-Fe crystal, 

polycrystalline Al 

3.  A correspondence between the localized plastic flow autowave and effective mass 
 

Effective mass is conventionally found [6] from the dispersion law ( )kω as  

( )
122 −

= dkdmaw ωh ,                                                               (2) 

where π2h=h  is the Planck constant. The effective masses obtained for single γ-Fe crystals 

and polycrystalline Al are 
(Fe)

awm  = 0.6 amu and 
(Al)

awm = 0.1 amu. Note that effective masses of 

the same magnitude can be calculated from the de Broglie equation [6] as  

awaw Vhm λ= .                                                                         (3) 

Similar calculations were performed by addressing autowaves [7]. To test the validity of this 

idea, awm  values were calculated from (3), using the autowave characteristics obtained for a 

number of metals and alloys [1]; the results obtained are listed in the Tab. 1. Apparently, the 

resulting values have about the same scale, i.e. ≈<< awe mm 1 amu (here me is the rest mass of 

electron; 1 amu = 1.67·10
−27

 kg is atomic mass unit). The average mass calculated from (3) 

for the same metals is awm = (2.2±0.3) ·10
−27

 kg = 1.32±0.2 amu.   

Now volume is calculated as ρawm=Ω  (here awm is effective mass and ρ is metal density); 

hence effective size 31
Ω=

Ω
d  (see the Table). The results obtained are close to the ion radii, 

ionr , of  the investigated metals [8], which is validated by the ratios ionrd
Ω

listed in the Tab. 1. 

For all the investigated metals and alloys, the average ionrd
Ω

= 0.51±0.1.  Normalization of 

awm  values was performed in atomic masses, Mat; then dimensionless mass 1<<= ataw Mms  

was introduced for a range of metals. As is seen from Fig. 3, the latter quantity grows linearly 

with increasing electron concentration n [9] as 

nnss ⋅⋅+⋅=⋅+=
−− 22

0 1017.0106.1κ .                                             (4) 

On the base of the above the existence of a certain quasi-particle is hypothesized, which 

corresponds to localized plastic deformation autowaves generated in the deforming solid; the 

quasi-particle has macro-scale mass 0.5 ≤ awm ≤ 2 amu and effective size ionrd ≈
Ω

as 
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determined from (3) using localized deformation macrocharacteristics. The above approach is 

traditionally used in condensed-state physics [10]. This enables one to unambiguously relate 

the macroparameters of the localization process to crystal lattice characteristics of the 

deforming metal.  

Table 1. Microscopic characteristics calculated from the data on localized plastic flow 

autowaves 

λ·103  5
10⋅awV

 
awm  

atM  ρ·10−3 2710⋅Ω
 9

10⋅
Ω

d

 

910⋅ionr

 

Metal  

(m) (ms
1
) (amu) (amu) 

210⋅s

 

n 

(kgm
3
) (m

3
) (m) (m) 

ionrd
Ω

 

Cu  4.5 8.0  1.1 63 1.74 1 8.9 0.21 0.059 0.128 0.46 

Al  7.2 11 0.50 27 1.87 3 2.7 0.31 0.068 0.143 0.48 

Zr  5.5 3.5 2.05 91 2.24 4 6.5 0.53 0.081 0.16 0.50 

Ti 7.0 5.0  1.1 48 2.3 4 4.5 4.2 0.075 0.146 0.51 

V 4.0 7.0 1.42 51 2.81 5 6.1 0.33 0.069 0.135 0.51 

γ-Fe  5.0 5.1 1.76 56 2.81 8 7.9 0.33 0.069 0.127 0.54 

α-Fe 4.3 5.2 1.77 56 3.0 8 7.9 3.75 0.072 0.127 0.57 

Ni  3.5 6.0 0.89 59 3.24 10 8.9 0.32 0.068 0.125 0.54 

4.  A two-component model of plastic flow 
 

The macro- and micro-scale quantities under discussion might differ crucially in spatial scales 

in the range 10
6 

< ionrλ <10
7
. Nonetheless, it is established that the product of the macro-

characteristics of autowave processes, i.e.
awV⋅λ , and that of the micro-characteristics of a 

respective metal, i.e.
⊥

⋅Vrion , are related linearly as 

⊥
⋅⋅≈⋅ VrV ionMeaw ζλ ,                                                             (5) 

where 
⊥

V is the rate of transverse elastic waves [11]. The numerical factor differs in the range 

0.52 ≤ Meζ  ≤ 0.82 for various metals, with the average ≈ζ  0.62. The physical meaning of 

the latter factor might be deduced from (5) represented as 

⊥

−

⋅≈= VrhVhm ionMeawaw

1
ζλ  ,                                                       (6) 

where phion mVrh ≡
⊥

is phonon mass. From Fig. 4 follows that phaw mm 6.1≈ , i.e. 

phawph mmm 25.1 ≤≤ .                                                              (7) 

It corresponds to the mechanism of dislocation generation due to the superposition of 

phonons, which was proposed in [12]. Thus a significant role is assigned to the lattice 

characteristics in the evolution of localized plastic flow autowaves.  

The above is not a mere formalization of the relationship between the parameters of plastic 

flow localization on the one hand and the acoustic characteristics of the deforming medium on 

the other. This places emphasis on the role of the phonon subsystem in the evolution of 

localized plastic deformation, which involves (i) relaxation acts due to the motion of 

dislocations, dislocation ensembles and localized plastic flow autowaves and (ii) generation of 

elastic waves due to acoustic emission, i.e. elastic strain redistribution involving large- and 

small-scale relaxation events.   

Generally, the above phenomena are studied independently. However, on the base of the 

concept proposed in [13] these might be grouped together to consider a system undergoing 

self-organization and resultant separation into related subsystems, i.e. an information and a 

dynamic one. Acoustic emission signals serve as deformation carriers in the deforming 

system. These are generated by relaxation shears, thereby initiating redistribution of elastic 

strain fields to cause new shears in the dynamic subsystem of mobile defects.  

Apparently, relation (6) formalizes the connection between the kinetic characteristics of the 

information and dynamic subsystems, i.e. elastic wave propagation velocity and dislocation 

motion rate in the vicinity of stress concentrators, respectively. In the frame of the proposed 
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model, acoustic emission impulses would control localized plastic flow development, while 

acoustic impulses having sufficiently high energy would activate new plasticity events. 

 

 
 

Figure 3. Dimensionless mass s as a 

function of electron concentration n; 

correlation coefficient ~0.95  

Figure 4. A correlation the masses of a quasi-

particle of localized plastic flow and a phonon; 

correlation coefficient ~0.95 

 

5.  Conclusion 
 

When considered in the context of the proposed model, the relation between localized 

deformation nuclei is attributed to the exchange phonon interaction. In this scenario it appears 

reasonable to assume that to the autowave of localized deformation corresponds a quasi-

particle whose characteristics are determined by autowave parameters.  

Further development of the proposed concept would enable one to group localized plastic 

flow together with such phenomena as superfluidity and superconductivity, which are taken to 

be macro-scale manifestations of the medium’s quantum properties.  
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