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Data-based estimation of cable bundle stiffnesses
Agenda

▪ Data based prediction of effective bundle stiffnesses

▪ Introduction of Gaussian Process Regression

▪ Model setup

▪ Validation with bundles from automotive application

▪ Conclusion and Outlook 
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Gaussian Process Regression
Data-based approach
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Dataset

𝐷 = 𝑿, 𝑦 , 𝑿 = (𝑥1, … , 𝑥𝑁)
𝑇 ∈ ℝ𝑁𝑥𝑑, 𝑦 =

𝑦1
⋮
𝑦𝑁

Assumption
𝑦𝑖 = 𝑓 𝑥𝑖 + 𝜀, 𝜀~𝑁 0, 𝜎𝑛

2

Define function f as a Gaussian Process with given mean function 𝑚 and covariance function 𝑘

𝑓~𝐺𝑃(𝑚, 𝑘)

Prediction Task

find  𝑦∗ = 𝑓 𝑥∗ for a new datapoint 𝑥∗

𝑥(1)

⋮
𝑥(𝑑)

𝑦
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Gaussian Process Regression
Data-based approach
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𝑥(1)

⋮
𝑥(𝑑)

𝑦

Conditional distribution can be computed analytically:

𝑝 𝑦∗ 𝑥∗, 𝑿, 𝑦 = 𝑁 𝑚 𝒙∗ + 𝐾∗(𝐾 + 𝜎𝑛
2𝐼)−1(𝑦 − 𝑀𝑿), 𝐾∗∗ − 𝐾∗(𝐾 + 𝜎𝑛

2𝐼)−1𝐾∗
𝑇

Key prediction equations

Prediction for 𝑦∗ is the mean value of the conditional distribution

𝑦∗ = 𝑚 𝒙∗ + 𝐾∗(𝐾 + 𝜎𝑛
2𝐼)−1(𝑦 − 𝑀𝑿)

Prediction variance (uncertainty quantification)

𝜎∗
2 = 𝐾∗∗ − 𝐾∗(𝐾 + 𝜎𝑛

2𝐼)−1𝐾∗
𝑇
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𝐸𝐼 𝑖 : eff. Bending stiffness of base cables
𝐺𝐽 𝑖 : eff. Torsional stiffness of base cables
𝜌𝑖 : length density of base cables
𝑟𝑖 : base cable radius
𝑎𝐶 : number of base cables within bundle composition
𝑟𝑏 : bundle radius

Training data set

𝐸𝐼 𝐵 : eff. Bundle bending
stiffness
𝐺𝐽 𝐵 : eff. Bundle torsional

stiffness

GPR
𝑦∗ = 𝑚 𝒙∗ + 𝐾∗(𝐾 + 𝜎𝑛

2𝐼)−1(𝑦 − 𝑀𝑿)

𝜎∗
2 = 𝐾∗∗ − 𝐾∗(𝐾 + 𝜎𝑛

2𝐼)−1𝐾∗
𝑇

Data-based estimation of effective cable bundle stiffnesses
Gaussian Process Regression
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Data-based estimation of effective cable bundle stiffnesses
Gaussian Process Regression
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Estimation of effective cable bundle stiffnesses
Gaussian Process Regression

▪ Probabilistic model described by kernel and mean function

▪ Define process parameter with training step

▪ Kernel scale parameters for rational quadratic kernel
function 𝑘

▪ Parameter 𝛽 for linear/ quadratic mean function 𝑚

▪ Noise standard deviation 𝜎𝑛

𝑓(𝑥)~𝐺𝑃(𝑚(𝑥), 𝑘(𝑥, 𝑥′))

Key prediction equations

Prediction for 𝑦∗ is the mean value of the
conditional distribution

𝑦∗ = 𝑚 𝒙∗ + 𝐾∗(𝐾 + 𝜎𝑛
2𝐼)−1(𝑦 − 𝑀𝑿)

Prediction variance

𝜎∗
2 = 𝐾∗∗ − 𝐾∗(𝐾 + 𝜎𝑛

2𝐼)−1𝐾∗
𝑇

Rational quadratic covariance function

𝑘 𝑥𝑖 , 𝑥𝑗 = 𝜎𝑓
2 1 +

1

2𝛼
෍

𝑚=1

𝑑 𝑥𝑖
(𝑚)

− 𝑥𝑗
(𝑚)

2

2

𝑙𝑚
2

−𝛼

with 𝑙1, … , 𝑙𝑑 , 𝛼 > 0: (characteristic) length scale and
𝑑: number of predictors

𝑥(1)

⋮
𝑥(𝑑)

𝑦
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Prediction of effective cable bundle stiffnesses
Preliminary work

Academic bundles

▪ Effective bending 

stiffnesses

▪ Training with 80% / 

test with 20% of the 

data base

Academic 

bundles

▪ Effective 

torsional 

stiffnesses

▪ Training with 

80% / test with 

20% of the 

data base

Random 

bundles

▪ Eff. bending 

and torsional

stiffnesses

▪ Training with 

academic 

bundles

▪ Test with 

random bundles

▪ Probabilistic model, with point estimation and standard deviation as a result

▪ Machine learning approach suitable for application with few data available

▪ Good results expected for bundles within training data base

▪ Different analysis steps made (Feature tests, sensitivity analysis, different model setups,…)

Bundle bending stiffness – fully taped random bundles

Rel. estimation error
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▪ Probabilistic model, with point estimation and standard deviation as a result

▪ Machine learning approach suitable for application with few data available

▪ Good results expected for bundles within training data base

▪ Different analysis steps made (Feature tests, sensitivity analysis, different model setups,…)

Bundle from 

automotive 

application

▪ Validation of 

eff. bundle 

bending

stiffness

▪ Sensitivity 

analysis

Prediction of effective cable bundle stiffnesses
Preliminary work

Academic bundles

▪ Effective bending 

stiffnesses

▪ Training with 80% / 

test with 20% of the 

data base

Academic 

bundles

▪ Effective 

torsional 

stiffnesses

▪ Training with 

80% / test with 

20% of the 

data base

Random 

bundles

▪ Eff. bending 

and torsional

stiffnesses

▪ Training with 

academic 

bundles

▪ Test with 

random bundles

▪ Absoluter Schätzfehler:
0,008Nm2

▪ Relativer Schätzfehler: 
0,133
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Prediction of effective cable bundle stiffnesses
Preliminary work

Academic bundles

▪ Effective bending 

stiffnesses

▪ Training with 80% / 

test with 20% of the 

data base

Academic 

bundles

▪ Effective 

torsional 

stiffnesses

▪ Training with 

80% / test with 

20% of the 

data base

Random 

bundles

▪ Eff. bending 

and torsional

stiffnesses

▪ Training with 

academic 

bundles

▪ Test with 

random bundles

Bundle from 

automotive 

application

▪ Validation of 

eff. bundle 

bending

stiffness

▪ Sensitivity 

analysis

Bundles from 

complete door 

wiring

▪ …

▪ Probabilistic model, with point estimation and standard deviation as a result

▪ Machine learning approach suitable for application with few data available

▪ Good results expected for bundles within training data base

▪ Different analysis steps made (Feature tests, sensitivity analysis, different model setups,…)
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Process Validation with Cable Bundles from Automotive Application
Bundles from complete door wiring

Variant of complete door wiring

▪ Same condition as it is before assembling (folded and fixed with a 
rubber band)

▪ Samples generated by cutting out segments of sufficient length

▪ After measuring the effective stiffnesses of the bundle the taping has
been removed and all base cables were measured

▪ Twisted pairs are handled as one base cable specimen
(cables are not separeted from each other)

▪ All measured components:

▪ 18 different base cables
(diameter: 1,3 mm – 1,6 mm – 2,8 mm)

▪ 4 twisted pairs

▪ Measurement techniques: 

▪ MeSOMICS bending stiffness

▪ Standard torsional stiffness
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Comparison between Training and Test Data
Effective Bending Stiffness of Test Bundles

zoom

Effective bundle bending stiffness is at the lower boundary
of our training data set
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Comparison between Training and Test Data
Input Features for Effective Bending Stiffness Estimation of Test Bundles
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Comparison between Training and Test Data
Input Features for Effective Bending Stiffness Estimation of Test Bundles

▪ All input features required for
effective bending stiffness
estimation lie within training
data boundaries

▪ Test bundles are more flexible 
and consist of thinner base
cables than most of the
training bundles

zoom
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Abs. error: 
0.0008 Nm2

Abs. error: 0.0077  /  0.0115  /  0.0002  /  0.0002 Nm2

Estimation Results 
for Effective Bending Stiffness Estimation

▪ Comparison of estimated bundle bending stiffness and 
measured effective bending stiffness

▪ Additionally, measurement range of test bundles is
illustrated, which is quite large 

→ Very good result for the half taped bundle

→ Estimated bundle bending stiffness too high for the first two
test bundles (but looking at the measurement range, this
result isn‘t as bad as it seems…)

→ Very good estimation results for fully taped bundles no. 3 
and 4
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Bundle 
no.

Composition taping Rel. prediction
error for EIB

1 4 base cables, 2 of them are twisted pairs half 0.1651

1 7 base cables, 3 of them are twisted pairs fully 2.5171

2 12 base cables, 4 of them are twisted 
pairs 

1.7235

3 5 base cables, 1 of them are twisted pairs 0.1462

4 7 base cables, no twisted pairs 0.0923

▪ Most of the effective bundle bending
stiffness estimations (3 of 5) lie within
the desired 50%-error interval

▪ Worst estimation result observed for
the bundles with the most twisted
pairs (bdl. 1 & 2, fully)

▪ Best estimation result for the bundle
without any twisted pair (bdl. 4, fully)

→ The estimation of effective bundle bending stiffnesses works well for bundles, which do not differ widely in 
their composition and feature values

→ Twisted pairs vary strongly from the ones used for GP training → training data set should be extended

Estimation Results 
for Effective Bending Stiffness Estimation
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Comparison between Training and Test Data
Effective Torsional Stiffness of Test Bundles

Effective bundle torsional stiffness is at the lower boundary
of our training data set.

Two test bundles are very torsional elastic compared the
training bundles.
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▪ One important process feature – max. torsional stiffness of all 
base cables – is too low compared to the training data set

zoom

Comparison between Training and Test Data
Input Features for Effective Torsional Stiffness Estimation of Test Bundles
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Estimation Results 
for Effective Torsional Stiffness Estimation

Abs. error: 
0.0005

Abs. error:  -0.0043 / -0.0009 / 0.0142 / 0.0114 Nm2

▪ Comparison of estimated bundle torsional stiffness and 
measured effective bending stiffness

▪ Additionally, measurement range of test bundles is
illustrated

→ Very good result for the half taped bundle

→ Very good result for the first two fully taped test bundles

→ Estimated effective bundle bending stiffness too high for
bundle no. 3 and 4 (fully taped)
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◼ Base cables in bundle 3 and 4 are too torsional elastic compared to bundles from training data set
→ bad estimation results, as expected → training data set should be extended

Bundle 
no.

Composition taping Rel. prediction
error for EIB

Rel. prediction
error for GJB

1 4 base cables, 2 of them are twisted pairs half 0.1651 0.0741

1 7 base cables, 3 of them are twisted pairs fully 2.5171 -0.5766

2 12 base cables, 4 of them are twisted pairs 1.7235 -0.0823

3 5 base cables, 1 of them are twisted pairs 0.1462 10.6790

4 7 base cables, no twisted pairs 0.0923 7.2419

Estimation Results 
for Effective Torsional Stiffness Estimation
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▪ Successful usage of well-sorted data downloaded from ontology

▪ A ML algorithm is developed, analyzed and trained for the estimation of
effective bundle stiffnesses

▪ The ML algorithm is successful for bundles, which do not differ widely in 
their composition and feature values

Outlook 

▪ Data set extension (bundles with twisted pairs, thin and more flexible 
base cables,…)

▪ Further customized measurement campaigns

▪ Model setup modifications, new features and additional ML training

Conclusion and Outlook
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